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1 Executive summary 

The Algorithm Theoretical Basis Document version 0 (ATBDv0) is a deliverable of the ESA 

Ozone_cci project (http://www.esa-ozone-cci.org/). The Ozone_cci project is one of twelve 

projects of ESA’s Climate Change Initiative (CCI). The Ozone_cci project will deliver the 

Essential Climate Variable (ECV) Ozone in line with the “Systematic observation requirements 

for satellite-based products for climate” as defined by GCOS (Global Climate Observing 

System) in (GCOS-107 2006): “Product A.7: Profile and total column of ozone”. 

 

During the first 2 years of this project, which started 1st Sept 2010, a so-called Round Robin 

(RR) exercise has been conducted. During this phase several existing retrieval algorithms to 

produce vertical profiles and total columns of ozone from satellite observations have been 

compared. For some of participating data products several algorithms have been used. At the 

end of the Round-Robin phase, algorithms have been selected as CCI baselines and used to 

generate the Ozone_cci Climate Research Data Package (CRDP) which has been publicly 

released in early 2014. 

 

In April 2014, Ozone_cci entered in its second phase which will cover a 3-year time period. 

The purpose of this document is to provide an update of scientific descriptions of ozone 

algorithms as implemented at the start of Ozone_cci Phase-2. This includes specifications of 

data characterization, error budgets, quality flags, and auxiliary information provided with the 

products (e.g. averaging kernels). 

1.1 Applicable documents 

Ozone_cci SoW 

Ozone_cci DARD 

Oone_cci PSD 

Ozone_cci_URD 

ESA CCI Project Guidelines 

1.2 Data and Error Characterization 

1.2.1  Introduction 

The purpose of this chapter is to establish a common terminology on error estimation and 

characterization, to summarize the essentials of error propagation, to provide an overview of 

which diagnostic quantities are available for the data sets used in this project and to suggest 

recipes how to reasonably characterize data when some diagnostic quantities are missing. 

Terminology is a particular problem because most of the related literature, particularly that 

recommended in (CCI-GUIDELINES 2010), namely the (Beers 1957), (Hughes and Hase 

2010) and (BIPM 2008), but also (CMUG-RBD 2010), refers to scalar quantities while profiles 

of atmospheric state variables are by nature vectors where error correlations are a major issue. 

Further, there exists a chaotic ambiguity in terminology: the term "accuracy" has at least two 

contradictory definitions, depending on which literature is consulted; the meaning of the term 

"systematic error" is understood differently, the term bias changes its meaning according to the 

context. Part of the problem arises because the usual terminology has been developed for 

laboratory measurements where the same value can be measured several times under constant 

http://www.esa-ozone-cci.org/
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conditions, which obviously is not possible for atmospheric measurements. Another problem 

with established terminology is that it does not distinguish between error estimates generated 

by propagation of primary uncertainties through the system and those generated statistically 

from a sample of measurements. The purpose of this chapter is to attempt to clarify these issues. 

1.2.2  Theory (the ideal world) 

In this chapter different types of errors will be defined, the principles of error propagation will 

be summarized and several kinds of error estimates will be discussed. We assume that we have 

indirect measurements. The processing chain is as follows: the step from raw data in technical 

units (e.g. detector voltages, photon counts etc) to calibrated measurement data in physical units 

(spectral radiances, spectral transmittances etc) are called level-1 processing; resulting data are 

called “level-1 data” and referred to by the symbol y: y is a vector containing all measurements 

used during one step of the data analysis. The inference of geophysical data from the level-1 

data is called “level-2 processing”. The level-2 data product is called . This step requires some 

kind of "retrieval" or "inversion", involving a radiative transfer model f. As level-2 processing 

often is carried out using Newtonean iteration, we assume that f is sufficiently linear around  

so that linear error estimation theory holds. Any auxiliary or ancillary data which are needed to 

generate level-2 data are referred to by the symbol u (e.g. spectroscopic data, measurement 

geometry information etc): u is a vector containing all these auxiliary or ancillary data. The 

direct problem – i.e. the simulation of measurements by the forward model – is 

 

 Eq. 1.1 

 

The inverse problem, i.e. the estimation of the level-2 product from the level-1 product is 

 

 

 

Eq. 1.2 

 

The ^ symbol is, in agreement with (C. D. Rodgers 2000) used for estimated rather than true 

quantities. 

1.3 Errors 

The error is the difference of the measured or estimated state of the atmosphere  and the true 

state of the atmosphere x1. Both  and x are related to a certain finite air volume. Error 

estimation concepts referring to the state of the atmosphere at a point of infinitesimal size are 

in conflict with the nature of most atmospheric state variables because quantities like 

concentration, mixing ratio or temperature are defined only for an ensemble of molecules. For 

an infinitesimal point in space the mixing ratio of species n is either undefined (if there is no 

molecule at this moment) or one (if there is a molecule of species n at this point) or zero (if the 

point is taken by a molecule of a species different from n). This implies that it is only meaningful 

to report an error along with some characterization of the extent of the air volume it refers to.  

                                                 

 
1 “True state of the atmosphere” is referred as “measurand” in (CCI-GUIDELINES 2010). 
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1.3.1 Type of errors 

1.3.1.1 Classification by Origin 

Parasite (illegitimate) error 

This error can be removed by more careful procedure. Examples: errors of computations, 

algorithmic or coding errors, instrument disfunction. This type of error can hardly be predicted. 

Under favourable circumstances, their presence can be detected from outliers. 

 

Noise 

The level 1 product y is composed of a true signal ytrue and some noise ε. This measurement 

noise is mapped to the level 2 data and causes some error in the retrieved geophysical variables. 

We suggest to call the measurement noise related error in the level 1 data "measurement noise" 

(εy), and the resulting error in the level 2 data  - "noise error" (εx). In the literature, this type 

of errors often is called “random error”, but this terminology is misleading because the 

parameter errors (see below) also can have random characteristics. Thus, the random error goes 

beyond the measurement noise. However, and this is why this type of errors is called 

“statistical”, its behaviour is subject to laws of mathematical statistics. When the measurement 

of quantity Q is repeated N times with statistical error σQ and zero systematic error, the mean 

value Qmean tends toward the true value Qtrue with an error  σQ / . 

 

Parameter errors 

The retrieval of  from y involves other quantities u than the measurements y themselves, e.g. 

temperature information in a trace gas abundance retrieval, information on measurement 

geometry, or spectroscopic data to solve f(x,u). Any errors in u will propagate to . We suggest 

calling the error estimates on u "parameter uncertainties" and their mapping on  "parameter 

errors”. The characteristics of the parameter errors can be random or systematic, according to 

the correlation of the parameter uncertainties.  

 

More general, we suggest reserving the term “uncertainty” for the errors that come from other 

than measurements quantities involved in the retrieval.  

 

Model errors 

Typically the model f does not truly represent the radiative transfer through the atmosphere, 

due to physical simplification, coarse discretisation, etc. The mapping of these uncertainties to 

the x-space is called model error. 

 

Smoothing error 

The retrieval never represents the atmosphere at infinitesimal spatial resolution but is a 

smoothed picture of the atmosphere, and often contains some a priori information to stabilize 

the retrieval. Rodgers (2000) suggests to call the difference between the true atmospheric state 

at infinite spatial resolution and the smoothed state (which is possibly biased by a priori 

information) by ”smoothing error”. In older literature (Rodgers, 1990) this type of error was 

called "null-space error". We suggest not to follow the smoothing error concept for two reasons:  

 

(1) the quantities under consideration are not defined for an infinitesimally small air 

volume,  
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(2) the evaluation of the smoothing error requires knowledge on the true small-scale 

variability of the atmosphere; this knowledge is more often unavailable than available. 

While for ozone the situation is slightly better, relevant information is still missing. Even 

the ozone sondes have calibration problems, their altitude coverage is limited to below 

30 km, their data are sparse and they have their own uncertainties. 

Instead we suggest reporting concentrations and estimated errors for a finite air volume along 

with a characterization of the spatial resolution. 

1.3.1.2 Classification by Correlation Characteristics 

Random error 

An error component which is independent between two measurements under consideration is 

called random error. The noise error is a typical random error but also parameter errors can have 

a strong random component. The random error can be reduced by averaging multiple 

measurements. However, since we have no laboratory measurements but atmospheric 

measurements where the same measurement cannot be repeated, averaging implies loss of 

spatial and/or temporal resolution.  

 

Systematic error 

Systematic errors appear in the same manner in multiple measurements and thus do not cancel 

out by averaging. Typical systematic errors are model errors, errors in spectroscopic data, 

calibration errors. Errors can be systematic in many domains (see below). Conventionally this 

term is applied to errors systematic in the time domain. This convention, however, does not 

always help.   

 

Correlated errors 

Some errors are neither fully random nor fully systematic. We call these errors "correlated 

errors". 

1.3.1.3 Suggested Terminology 

The "precision" of an instrument/retrieval characterizes its random (in the time domain) error. 

It is the debiased root mean square deviation of the measured values from the true values. The 

precision can also be seen as scatter of multiple measurements of the same quantity. The 

difference between the measured and the true state can still be large, because there still can be 

a large systematic error component unaccounted by the precision. 

 

The "bias" of an instrument/retrieval characterizes its systematic (in the time domain) error. It 

is the mean difference of the measured values from the true values. 

 

The "total error" of an instrument/retrieval characterizes the estimated total difference between 

the measured and the true value. In parts of the literature the expected total error is called 

"accuracy" but we suggest not using this particular term because its use in the literature is 

ambiguous. 

 

Caveat: 

Whether an error is random or systematic depends on the applicable domain. Some errors are 

random in the time domain but systematic in the altitude domain. Other errors are systematic in 

the frequency domain but random in the inter-species domain. We illustrated this below with 

some typical examples: 
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1) Spectroscopic data (band intensity) will affect the entire ozone profile in quite a systematic 

way. If the zenith column amount is calculated by integrating densities over the profile, this 

error source is systematic, because all profile values are either too high or too low. If, in contrast, 

the total odd-oxygen budget is calculated from such measurements, the spectroscopic data error 

acts as random error, because the O3 spectroscopic data error is independent of the atomic 

oxygen spectroscopic data error. 

 

2) The pointing uncertainties of a limb sounding instrument can have a strong random 

component in altitude, i.e. the tangent altitude increments may vary in a random manner around 

the true or nominal increment. In contrast to the example 1), this error acts as random error 

when densities are integrated over the profile to give the zenith column amount, but will act as 

a systematic error when the total inorganic oxygen budget is calculated for one altitude. 

 

In summary, it is of primary importance to always have the particular application in mind when 

a certain type of error is labelled "random" or "systematic". 

1.3.1.4 Classification by way of assessment 

The true error of the retrieval is not accessible because we do not know the true state of the 

atmosphere. We can only estimate the errors. There are two different ways to estimate retrieval 

errors: 

 

Error propagation: If we know the primary uncertainties (measurement noise, parameter 

uncertainties, etc) or have good estimates on them, we can propagate them through the system 

and estimate the retrieval errors in the x-space. This type of error estimation can be performed 

without having any real measurement available: the knowledge of the instrument and retrieval 

characteristics is sufficient. This method is standard for pre-flight studies of future space-

instrumentation. Von Clarmann (2006) has suggested to call these error estimates "ex ante" 

estimates, because they can be made before the measurement is performed. 

 

Statistical assessment: With a sufficient number of measurements along with co-incident 

independent measurements available, measurement errors can be assessed by doing statistics 

on the mean differences, standard deviation of differences etc. Von Clarmann (2006) has 

suggested to call these error estimates "ex post" estimates, because they can be made only after 

the retrievals have been made available. 

1.3.1.5 Error Propagation 

The term refers to the error estimation for indirect measurements, i.e. error estimation of 

functions of measurements. Knowing the errors and the error correlation of a multi-dimensional 

argument, represented by its covariance matrix (e.g. Sa), the error covariance matrix of any 

linear operation  is calculated as  In case of non-linear function, one 

usually takes for M its linearization.  

 

Example 1: Averaging of measurements with random errors. 

Suppose we have 3 uncorrelated measurements: 
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Suppose further that all three measurements have same standard deviations:  

 
The function in question is “averaging”, i.e. the matrix of corresponding linear operator is 

.  

i.e. errors of all arguments are of the same expected size. Then the error of the mean is estimated 

as 

 
 

Example 2: Averaging of measurements with systematic errors. 

Again, let 

 
be three measurement, that are correlated this time: 

 
Suppose further that all three measurements have same standard deviations:  

 
i.e. again errors of all arguments are of the same expected size, then 

The function is “averaging”, i.e. the matrix of corresponding linear operator is 

.  

Then the corresponding error can be estimated as 

 
 

1.3.1.6 Error Predictors 

We call preliminary (ex ante) estimates of the errors “error predictors”. We suggest the 

following notation: S is the covariance matrix, the first index is the space, the second index is 

the error source, see also (C. D. Rodgers 2000) 

 

1.3.1.6.1 Parasite Error 

These errors are not easily predictable. At best, implausible values can be detected.  

1.3.1.6.2 Noise Error 

The noise error is defined as 
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Eq. 1.3 

 

where G is the so-called gain function defined as 

 

 

 

Eq. 1.4 

 

A parameter error with respect to the ith parameter is defined as: 

 

 
 

Eq. 1.5 

 

 

with 

 

 
 

Eq. 1.6 

 

 

where 

 

 

 

Eq. 1.7 

 

 

1.3.1.6.3 Model Error 

Often limitations in computation power force one to use a model inferior to the best available 

model. In this case, the error caused by the use of a sub-optimal model can be estimated as 

follows: 

 

 

Eq. 1.8 

 

so that 

 

 
 

Eq. 1.9 

 

and 

 

 
 

Eq. 1.10 

 

 

1.3.1.6.4 Smoothing Error 

While, as discussed in section 1.3.1.1, we are not convinced that the smoothing error with 

respect to the true atmosphere is a meaningful and useful quantity, the smoothing error 

difference between two retrievals is definitely useful. It is needed to compare instruments of 
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different altitude resolution. For this purpose we need the sensitivity of the retrieval with respect 

to the true atmospheric state (Rodgers, 2000), represented by the averaging kernel matrix A. 

 

Recall that A is defined as 

 

 

Eq. 1.11 

 

 

 

 where G is the gain function and  

 

 

Eq. 1.12 

 

 

The smoothing error difference between two datasets a and b is then given by 

 

 

Eq. 1.13 

 

 

where Scomparison is the climatological covariance matrix of the comparison ensemble. Rigorous 

theory requires that Scomparison characterizes exactly the climatology of the geolocation (within 

coincidence criteria) of intersect of measurement geolocations a and b. This means that it is not 

allowed to apply Eq 10.48 of (Rodgers, 2000) just to one of the datasets to transform it to the a 

priori of the other. 

 

1.3.1.6.5 Total Predicted Error 

We assume that the errors of different sources are uncorrelated among each other. Then the total 

error at a given resolution is 

 

 

Eq. 1.14 

 

 

1.3.1.7 Error Evidences 

We call the ex post (a posterior) estimates of the errors “error evidences”. Since we do not know 

the true state of the atmosphere, we need reference measurements. For the moment we assume 

perfect coincidences of the measurements under consideration and the reference measurement, 

i.e. the reference measurement measures exactly the same air parcel at the same time at the same 

spatial resolution. We further assume that the reference measurement is debiased and perfectly 

characterized in terms of precision: 

 

 

Eq. 1.15 

 

 

 

Eq. 1.16 
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Further details (significance of bias estimate, alternate options etc.) are discussed in teasing 

detail in (von Clarmann, 2006). It should be pointed that further complication may arise from 

the fact that reference measurements might have sounded another part of the atmosphere at 

another time. Problems arising from the fact that measurements may have different a priori 

knowledge is discussed in “Validation” (section 1.3.2). 

1.3.2 Validation and comparison 

Validation means to (von Clarmann, 2006)  

(a) determine the bias between the instrument under assessment and a reference instrument 

(b) verify the predicted precision by analysis of the debiased standard deviation between the 

measurements under assessment and the reference measurement. 

(c) more advanced: assess the long-term stability, i.e. to falsify the hypothesis of a drift of the 

differences between the measurements under assessment and the reference measurement. 

 

All three operations involve calculation of differences between two measurements. These 

differences are only meaningful if 

 

- both retrievals contain the same a priori information. Some retrievals use a priori 

information xa to constrain the retrievals. If profiles contain different a priori 

informations, meaningful comparison of retrievals requires to transform the retrievals 

to the same a priori information: (Rodgers, 2000) Eq. 10.48 or  

 

 

Eq. 1.17 
 

 

where I is unity;    

- the a priori information must be the climatology (expectation value and covariance) of 

the geolocation of the intersect of both instruments used; 

- the same air mass is observed. If this is not the case, there will be a "coincidence error". 

This can be estimated and considered when the significance of differences between the 

two data sets under assessment is analysed; 

- the altitude resolution (or, in more general terms) spatial resolution is the same. If this 

is not the case, the "smoothing error difference" can be estimated and considered when 

the significance of differences between the two data sets under assessment is analysed. 

If the contrast in resolution between two measurements  and  is large, 

the following approximation is valid (Rodgers and Connor, 2003)  

 

 

Eq. 1.18 
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where  is the degraded well resolved measurement, Acoarse is the averaging 

kernel of the poorly resolved measurement, I is unity, is the a priori 

information used for the poorly resolved retrieval. The rationale behind this 

transformation is to remove differences between the measurements which can be 

explained by different altitude resolutions. The remaining differences thus are 

substantial. The same transformation has, of course, to be applied to the errors: 

 

 

Eq. 1.19 
 

In case of long-term stability validation the comparability of measurements is less 

critical because one can hope that inconsistencies in first order cancel out when the 

double differences are calculated. 

1.3.3 The real world 

A detailed questionnaire about Data and Error Characterization of the data (profiles and total 

columns) retrieved from remotely sensed measurement was filled out by all the partners of the 

consortium, as well as by some third parties. Altogether, 11 processors were analysed: 8 

processors of limb viewing instruments data, 2 processors of nadir data and 1 of stellar 

occultation. This allowed sketching a state of the art of Data and Error Characterization, which 

is outlined in this chapter. It should be kept in mind that the questionnaire was designed 

targeting the limb viewing geometry instruments. So, the parts of it dealing with retrieval 

success are not quite well adapted for nadir or especially stellar occultation retrieval algorithms. 

However, everything concerning the error characterization does apply. 

1.3.4 Review of existing practices in error characterization 

This section will provide some evidences that indeed the error and data characterization 

crucially miss a common terminology. The most striking example is the interpreting of the terms 

“parametric error” and “systematic error”.  To begin with, 3 partners just suppose not having 

parametric errors at all. Listed below are the factors, named by remaining 8 partners as 

“parametric errors” affecting their retrievals. 

 

 instrument pointing 

 calibration gain 

 temperature 

  tangent pressure  

 strength, position and width of infrared emission lines  

 assumed column above the highest retrieved ozone value 

 LTE assumption 

 interfering species (H2O, CO2, N2O5, HCN) 

 surface albedo  

 clouds: tropospheric, polar stratospheric, polar mesospheric 

 stratospheric aerosols  
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 width of apodised instrument line shape 

 uncertainty in gaseous continua 

 horizontally homogeneous atmosphere assumption 

 

Difference of interpretations aside, the representation of this error is quite poor in the 

consortium: only stellar occultation processors characterize their parameter errors by their full 

covariance matrices. But as understanding of what is the parameter error varies a lot among the 

consortium, the best way to resume would be to say that these processors fully characterize (for 

all measurement or for selected measurements) only part of its parameter errors.  Five 

processors characterize their parametric errors in a simplified way for selected measurement, 

and three processors, having the parameter errors, do not have parameter error characterization 

at all. 

 

Mapping of measurement noise is treated as following. Four processors provide or can provide 

the whole Sx_noise matrix. Two more processors provide this matrix only for representative 

atmospheric conditions or selected measurements. Seven processors out of 11 provide (or 

designed to provide, hence can easily provide) only the diagonal elements of the matrix Sx_noise, 

that is, the variances. Only one processor does provide neither variance nor covariance 

information.  

 

Some processors retrieve other variables jointly with ozone (8 out of 11). For five among them, 

the joint fit covariance matrix is available for the complete vector of unknowns. Three more 

processors (including the one performing 2D retrieval) store only the diagonal block related to 

ozone. 

 

Four processors out of 11 have the details about their calculation of Sx_noise published in per-

review journals. 

1.4 Review of existing ways to characterize the data 

Differences in instrument and retrieval processors designs constrain the choice of the retrieval 

grid, and it turns out that all possible choices - altitude / pressure grid, independent retrieval 

grid or grid defined by the tangent altitudes, common grid for all measurements or not - are 

implemented through the consortium. When comparing different instruments, the standard way 

to proceed is to transform the compared profiles on a common grid, the choice of which is 

dictated by the validation approach in mind.  The corresponding diagnostic data (averaging 

kernels, covariance matrices) should then be propagated together with the profiles. In the 

processors in which it is done (3 processors out of 11 analyzed), the propagation of covariance 

matrices does follow the concept introduced in section 1.3.1.5, namely for linear operation 

, where M is the interpolation matrix from one grid to another, the corresponding 

covariance matrix becomes  

 

Averaging Kernels 

Recall that the averaging kernels matrix of a retrieval is defined as A = GK where G is the gain 

function and 
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Eq. 1.20 

 

Averaging kernel can be thought of as a measure of how and where the retrieval is sensitive to 

changes in the “true” state vector. It seems to be a common understanding of their importance 

because among the consortium, there is a clear effort to provide (profile or total column) vertical 

averaging kernels: half of the processors provide them for each retrieval, another half have them 

for sample retrievals. The situation is quite different when it comes to the horizontal averaging 

kernels: no processor provides them for each retrieval, only one processor actually provides 

them for sample retrievals, only one more processor is designed so that it can easily provide 

them, and only one more processor is designed so that they can be provided by a conceptually 

clear workaround. The reason is that in most processors, the atmosphere is assumed to be locally 

homogeneous in the horizontal domain, i.e. no horizontal variability is considered during the 

analysis of one limb scan. The processor that does provide them is the one performing 2D-

retrieval, the processor which can easily provide them is the one retrieving horizontal gradients 

from measurements, and the processor proposing a workaround for providing horizontal 

averaging kernels is the one that treats the horizontal variability of the atmosphere by assuming 

it being locally spherically symmetric.  

 

The estimation of vertical resolution is done and provided only in 2 processors out of 8 for 

which it is applicable. 

 

Data quality report: qualification of the data, data flagging, quality degrading factors. 

Among the consortium, there is a diversity of ways to report the data quality. Data can be 

declared not meaningful, corrupted, simply unphysical, unphysical but mathematical.  In plus, 

the data retrieved among the consortium, can be degraded by clouds, ice/snow and Southern 

Atlantic anomaly.  

 

For non-meaningful data, 6 processors out of 11 include all the data in the files. One processor 

includes the data only on valid altitude/pressure range. The 4 remaining processors use NaN 

entries or equivalent, for data outside a valid altitude/pressure range. 

 

As to the corrupted data, 3 processors report all data. For 5 processors, data considered 

corrupted are reported but there exist easy to handle indicators to sort them out. Two processors 

overwrite such data by a flag (zero or large negative value or NaN entry). Finally, only one 

processor does not report corrupted data at all. 

 

Negative values are reported as they are by 6 processors (i.e. despite that the data are unphysical, 

they are taken into account being mathematically significant). One processor overwrites 

negative values by a flag. Two processors set negative values to 0 or close to 0 (it should 

however be pointed that such a maneuver corrupts the subsequent calculations of the means). 

 

The flags can mark the data below the lowermost tangent altitude (case of 2 processors), data 

where clouds interfere (4 processors), number of macro/micro iterations too big (1 processor), 

invalid data (2 processors), quality flag (set to 0 or 1, holds for 1 processor). The most used flag 

is convergence reached – 7 the processors have it their standard product. 

 

Auxiliary data  
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In all processors, the data come along with other data characterizing the atmosphere and/or 

measurement conditions. Eight processors provide the temperature estimation. Five processors, 

out of 7 retrieving on altitude grids, provide pressure estimation. Two processors, out of 3 

retrieving on pressure gird, provide altitude estimation. 

1.4.1 Review of diagnostics in use (success of the retrieval) 

The following quantities are used by partners to characterize the success of their retrievals:  

 χ2 (normalized) 

 residuals (rms)  

 number of iterations 

 condition number 

 χ2
x 

 χ2
y  

 number of degrees of freedom for each retrieval parameter  

 convergence flag for each retrieval parameter 

 detailed plots of convergence sequence  

 evaluation of cost function 

 DFS  

 Marquardt parameter  

 retrieved pointing. 

 

 The χ2 statistics is the most “popular” and is a part of the standard product of 6 processors. The 

residuals (rms) are stored with data of 5 processors. The number of iterations is part of standard 

product of 2 processors and is part of operational (internal, but publicly unavailable) product of 

one more processor. Only 3 processors use convergence quality flag based on more than three 

of diagnostics above: one of those three processors uses 9 diagnostics above, the two others – 

4 diagnostics each. All three of them provide these diagnostics as part of their official data. 

However, all analyzed processors have a number of “auxiliary” diagnostics, used in retrieval 

but not provided with the standard product.  

It is worth to point out that, unlike for the vertical averaging kernel matrix, its trace, which 

reflects the number of vertical degree of freedom and is an important diagnostic of retrieval 

success, is provided by only 2 processors out of 11.  

 

1.4.2 Recipes proposed 

Often the application of the pure theory as described in Chapter 1.2.2 is not easily feasible. 

Thus, we propose some recipes how to characterize retrievals when some key quantities are not 

available. 

 

The approach is simple and follow the principle “what the most of us can provide with 

reasonable effort”. Based on this,  

1) vertical averaging kernels should be provided with the data, or at least the corresponding 

diagonal (the number of degree of freedom). At least an estimate of the altitude 

resolution should be provided. 
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2) diagonal elements of the matrix Sx_noise, that is, the variances should be provided 

3) there should be a data quality flag, based on χ2 statistics and rms of the difference 

between the measurement and the best fit. 

4) all the data (corrupted, not meaningful etc) should be included in the file, together with 

relevant flagging 

5) temperature and pressure/altitude should be provided together with profiles. 

6) negative values should be just reported, not replaced by zeros or flags 

2 Total Ozone ECV retrieval algorithms 

2.1 GODFIT (BIRA-IASB) 

Within the Ozone_cci project, the baseline algorithm for total ozone retrieval from backscatter 

UV sensors is the GOME-type direct-fitting (GODFIT) algorithm jointly developed at BIRA-

IASB, DLR-IMF and RT-Solutions for implementation in version 5 of the GOME Data 

Processor (GDP) operational system. In contrast to previous versions of the GDP which were 

based on the DOAS method, GODFIT uses a least-squares fitting inverse algorithm including 

direct multi-spectral radiative transfer simulation of earthshine radiances and Jacobians with 

respect to total ozone, albedo closure and other ancillary fitting parameters. The algorithm has 

been described in details in the GDP5 Algorithm Theoretical Basis Document (Spurr et al. 

2011). More details about description below can also be found in (C. Lerotet al. 2010), (C. Lerot 

et al., 2014) and (Van Roozendael et al., 2012). 

2.1.1 Overview of the algorithm 

The direct fitting algorithm employs a classical inverse method of iterative least squares 

minimization which is based on a linearized forward model, that is, a multiple-scatter radiative 

transfer (RT) simulation of  earthshine radiances and associated weighting functions (Jacobians) 

with respect to state vector elements. The latter are the total ozone column and several ancillary 

parameters including albedo closure coefficients, a temperature shift, amplitudes for Ring and 

undersampling corrections, and a wavelength registration shift. On-the-fly RT calculations are 

done using the LIDORT discrete ordinate model (R. Spurr, LIDORT and VLIDORT: 

Linearized pseudo-spherical scalar and vector discrete ordinate radiative transfer models for use 

in remote sensing retrieval problems 2008).  The performance of the radiative transfer 

computations has been significantly enhanced with the development of a new scheme based on 

the application of Principal Components Analysis (PCA) to the optical property data sets (Spurr, 

Natraj and Lerot, et al. 2013). Alternatively, the simulated radiances and Jacobians can be 

extracted from pre-computed tables in order to further accelerate the retrievals (see section 

2.1.1.5). This facilitates greatly the treatment of large amount of data provided by sensors with 

a very high spatial resolution such as OMI aboard the AURA platform and the future Sentinel-

4 and -5(p) instruments. 

 

The flowchart in Figure 2.1 gives an overview of the algorithm. It is straightforward, with one 

major decision point. Following the initial reading of satellite radiance and irradiance data, and 

the input of auxiliary data (topography fields, optional temperature profiles, fractional cloud 
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cover and cloud-top-height), the iteration counter is set (n=0), and an initial guess is made for 

the state vector (total ozone amount, temperature shift, closure coefficients, etc.). A unique 

ozone profile P(n) is then constructed from the total column estimate C(n), using a 1-1 column-

profile map based on column-classified ozone profile climatology. For this, we use the 

climatological database developed for the TOMS Version 8 total ozone retrieval (Bhartia 2003). 

Next, pressure, temperature and height profiles are constructed; this is where the current value 

of the temperature shift S(n) is applied. Spectral reference data are also prepared for the fitting 

window (trace gas cross-sections, Rayleigh cross-sections and depolarization ratios). 

 

The algorithm then enters the forward model step, in which optical properties are created and 

the LIDORT model called to deliver top-of-atmosphere (TOA) radiances I(n), and the 

associated ozone column, albedo, T-shift and other weighting functions K(n) at each iteration 

step n. These simulated quantities are then corrected for the molecular Ring effect. Next, the 

inversion module yields a new guess for the ozone column and ancillary state vector parameters. 

The iteration stops when suitable convergence criteria have been satisfied, or when the 

maximum number of iterations has been reached (in which case, there is no established 

convergence and final product). The ozone total column and other parameter errors are 

computed directly from the inverse variance-covariance matrix. 

 

When the simulated spectra are extracted from a lookup table (LUT) instead of being computed 

online, the inversion procedure is further simplified. The optical properties do not have to be 

computed and the calls to the RT model LIDORT are replaced by interpolation procedures 

through the LUT using directly the state vector variables as input in addition to the geolocation 

parameters. The radiance LUT has obviously been pre-computed using the same forward model 

as the online scheme in order to have full consistency between the two approaches (see section 

2.1.1.5). 
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Figure 2.1: Flow Diagram of the GOME-type direct fitting retrieval algorithm 

2.1.1.1 Forward model 

Simulation of earthshine  radiances and retrieval-parameter Jacobians is done using the multi-

layer multiple scattering radiative transfer code LIDORT (R. Spurr, LIDORT and VLIDORT: 

Linearized pseudo-spherical scalar and vector discrete ordinate radiative transfer models for use 

in remote sensing retrieval problems 2008). LIDORT generates analytic Jacobians for 

atmospheric and/or surface properties (a.o. Jacobians for total ozone, surface albedo and 

temperature shift).  LIDORT solves the radiative transfer equation in each layer using the 

discrete-ordinate method (Chandrasekhar 1960), (Stamnes, et al. 1988); boundary conditions 

(surface reflectance, level continuity, direct incoming sunlight at top-of-atmosphere) are 

applied to generate the whole-atmosphere field at discrete ordinates; source function integration 
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is then used to generate solutions at any desired viewing geometry and output level. The entire 

discrete ordinate RT solution is analytically differentiable with respect to any atmospheric 

and/or surface parameter used to construct optical properties (R. Spurr, Simultaneous derivation 

of intensities and weighting functions in a general pseudo-spherical discrete ordinate radiative 

transfer treatment 2002), and this allows weighting functions to be determined accurately with 

very little additional numerical computation. 

 

In addition to the usual pseudo-spherical (P-S) approximation (solar beam attenuation treated 

for a curved atmosphere) LIDORT also has an outgoing sphericity correction, in which both 

solar and viewing angles are allowed to vary along the line-of-sight (LOS) path treated for a 

spherical-shell atmosphere. This approach gives sufficient accuracy2 for off-nadir viewing 

geometries (maximum 60°) encountered with polar orbiting sun-synchronous sensors.  

A new accelerated-performance scheme for the radiative transfer computation has been 

implemented within GODFIT. This scheme is based on the application of Principal Component 

Analysis (PCA) to optical property data sets used for RT simulation – most of the variance in 

the mean-removed optical data is contained in the first and most important empirical orthogonal 

functions (EOFs). Thus, full multiple-scattering (MS) computations with LIDORT are done 

only for the mean profile and the first few EOF optical profiles. These LIDORT MS results are 

then compared with MS radiances from a 2-stream (2S) RT code (Spurr und Natraj, A linearized 

two-stream radiative transfer code for fast approximation of multiple-scatter fields 2011), and 

a second-order central difference scheme based on these LIDORT/2S difference and on the data 

Principal Components is then used to provide correction factors to the MS field at every 

wavelength. Thus it is only necessary to compute the MS radiances at every wavelength using 

the much faster 2S code. 

 

LIDORT is a scalar code and therefore polarization is neglected in the RT modeling. Ideally, a 

vector code such as VLIDORT should be used in the forward model. However, to minimize the 

computational burden with GODFIT, polarization correction factors are applied to simulated 

scalar radiances. These factors are extracted from a lookup table of VLIDORT-LIDORT 

intensity relative differences. This LUT provides correction factors classified according to 

ranges of the solar zenith, viewing zenith, and relative azimuth angles (from 20 to 85 degrees, 

0 to 55 degrees and 0 to 180 degrees respectively), surface altitude (from 0 to 15 km), ground 

albedo (from 0 to 1) and the total ozone column (from 125 to 575 DU). 

2.1.1.2 Lookup Atmospheric profiles and the T-shift procedure 

In a multilayer atmosphere, the forward model requires the specification of a complete ozone 

profile. In GODFIT, the ozone profile is parameterized by total column, time and latitude. The 

use of total column as a proxy for the ozone profile was recognized a number of years ago and 

column-classified ozone profile climatologies were created for the TOMS Version 7  

(Wellemeyer, et al. 1997), and Version 8 (V8) retrieval algorithms (Bhartia 2003). The same 

mapping is used for GODFIT. This climatology neglects the longitudinal variations of 

tropospheric ozone. To improve the representativeness of the a priori  profiles, it is combined 

with the OMI/MLS tropospheric ozone column climatology (Ziemke et al., 2011). 

 

                                                 

 
2 In this context,” accuracy” is the total error of the retrieval. 
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Since ozone absorption in the Huggins bands is highly sensitive to temperature, temperature 

profiles are not only required for hydrostatic balance but also for the determination of ozone 

cross sections. In GODFIT, a-priori temperature profiles are taken from the monthly zonal 

temperature climatology supplied with the TOMS Version 8 ozone profiles (Bhartia 2003). In 

addition, a temperature shift adjustment is being used to improve total ozone accuracy3 and 

better reflect the dependence of the ozone absorption signature on temperature at the scale of 

satellite pixels (Van Roozendael et al., 2012). 

2.1.1.3 Surface and cloud treatment 

Lower boundary reflection properties must be specified as an input for the forward model. By 

default, one assumes a Lambertian surface characterized by a total albedo L. Most ozone being 

above the tropopause, clouds can be treated as a first-order correction to the basic ozone 

retrieval using the independent pixel approximation (IPA). TOA radiance in a partially cloudy 

scenario is simulated as a linear combination of radiances from clear and fully cloudy scenes, 

weighted by the effective cloud fractional cover fc assuming clouds as Lambertian reflecting 

boundary surfaces. Alternatively, the observed scene can be treated as a single effective surface, 

located at an altitude resulting from the cloud fraction weighted mean of the ground and cloud 

altitudes (Coldewey-Egbers et al., 2005). The effective surface albedo is retrieved 

simultaneously to the total ozone column using the internal closure mode of GODFIT. We 

found that this approach minimizes the impact of cloud contamination on the retrieved ozone 

columns, especially for high clouds and it has been consequently adopted in the current version 

of the algorithm. By default, cloud optical properties (cloud fraction, cloud top albedo and 

height) come from the FRESCOv6 algorithm (Koelemeijer et al., 2003; Wang et al., 2008) for 

GOME, SCIAMACHY and GOME-2 and from the O2-O2 cloud product (Acarreta et al., 2004) 

for OMI. Interfaces also allow for application of the OCRA/ROCINN algorithm Version 2.0 

(Loyola et al., 2010). 

2.1.1.4 Albedo and other forward model closure terms 

For internal closure, tropospheric aerosol scattering and absorption and surface reflectivity are 

brought together in an albedo closure term that is fitted internally, in the sense that coupling 

between surface and atmosphere is treated properly in a full multiple scattering context. The 

code thus determines an effective wavelength-dependent albedo in a molecular atmosphere. 

Assuming that surface albedo R is a quadratic or cubic polynomial function, we write: 

 


M

m

m

mR
1 00 )1()(   

Eq. 2.0 

 

We assume first guess values m for m , and an initial value for 0 is taken from a suitable 

database.  

 

                                                 

 
3 I.e. to diminish the total error of the retrieval. 
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In order to complete the forward model process, additional effects must be taken into account before simulated 

intensities can be compared with Level 1b measurements in the inverse model. In particular, the Ring effect 

which shows up as small-amplitude distortions in earthshine and sky spectra due to the effect of inelastic 

rotational Raman scattering by air molecules (Grainger und Ring 1962) must be corrected for.  To this aim, we 

use a semi-empirical revisited semi-empirical formulation including tabulated effective air mass factors and 

reproducing closely filling-in factors calculated with the LIDORT-RRS radiative transfer code (Lerot et al., 

2014).  

 

We then simulate sun-normalized radiances at wavelengths specified by the solar irradiance 

spectrum supplied with every orbit. There is a wavelength registration mismatch between 

irradiance and radiance spectra, arising mainly from the solar spectrum Doppler shift; this 

mismatch varies across an orbit due to changes in the instrument temperature. To correct for 

this, an earthshine spectrum shift is fitted as part of the retrieval procedure, and this shift value 

is then an element in the state vector of retrieval parameters. In general, the retrieved spectrum 

shift value is around 0.008 nm, in line with a Doppler shift. Re-sampling is always done by 

cubic-spline interpolation. 

2.1.1.5 Lookup tables of LIDORT sun-normalized radiances 

The goal of the lookup table approach is to replace the online radiative transfer calculation by 

an interpolation of precalculated radiances. Therefore, we construct a multi-dimensional lookup 

table of radiances as a function of all varying parameters that enter the LIDORT simulation: the 

fitted parameters (total ozone column and the ancillary fitting parameters scene albedo and 

temperature shift), angles describing the observation geometry, surface pressure, as well as 

latitude and time of year, by which we select the appropriate profile shapes from the TOMSv8 

database (see section 2.1.1.2.). The tabulated radiances are then calculated for a fixed 

wavelength grid spanning the 325nm-335nm range at 3 times the instrument sampling rate, 

using cross sections convolved with the instrument's slit function. 

 

The forward model calculation for a set of parameter values now becomes an interpolation of 

the radiances at surrounding grid points. For the total ozone column and solar zenith angle, we 

use quadratic interpolation through 3 surrounding grid points. For the other dimensions of the 

table, linear interpolation is sufficient. This results in an interpolated radiance as a function of 

the lookup table's wavelength grid, which is then resampled onto the wavelength grid of the 

observed spectrum using cubic spline interpolation. The derivative of this interpolation 

procedure produces the needed Jacobians. 

 

In order to keep the interpolation procedure simple and efficient, the LUT uses a wavelength-

independent scene albedo. Within the inversion procedure, only a wavelength-independent 

albedo is fitted, and the possible wavelength dependence of the spectrally-smooth variation of 

the measured radiance is taken into account via the fit of a polynomial of which the constant 

term is neglected.  

 

In order for the lookup table approach to be faster than the online algorithm, frequent hard disk 

access must be avoided. Because all forward model parameters, except for the time of year, 

vary rapidly within a single orbit file, this restriction translates into the requirement that the 

radiances for the full range of those parameters fit in memory. This puts a limit on the density 

of the table's parameter grid, and some experimentation is necessary to obtain a grid which fits 

in memory and produces accurate interpolation results over the whole parameter space. To save 

space, the parameter grid does not include a longitudinal dimension. The precalculated 
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radiances are therefore based solely on the TOMSv8 profile database, which has no longitudinal 

dependence, instead of the combination of TOMSv8 and the tropospheric climatology 

OMI/MLS, which would be used in the online approach (section 2.1.1.2). After the retrieval, 

we use the averaging kernels (see section 2.1.1.9.) and the difference between the profile used 

for the retrieval (TOMSv8) and another more accurate profile to apply a correction to the 

retrieved total column. Using these techniques, we have managed to construct a lookup table 

which reproduces the retrieved columns of the online algorithm with an accuracy better than 

1%, and a tenfold performance improvement. 

 

 

2.1.1.6 Inversion scheme 

GODFIT is a direct fitting algorithm, using iterative non-linear least squares minimization. In 

the scientific prototype version mostly used for Ozone_cci work, the optimal estimation inverse 

method is being used with loose a priori regularization on the state vector elements. The optimal 

estimation method is well known (Rodgers, 2000); we minimize the quadratic functional cost 

function:  

 
2 1 1

a a a( ( )) S ( ( )) ( ) S ( )T T

meas y measy f x y f x x x x x                                                              Eq. 2.1 

 

Here, we have the measurement vector of TOA radiances ymeas, the state vector x, the forward 

model simulations f(x), and the error covariance matrix Sy. xa is the a priori state vector, with 

Sa the corresponding covariance matrix. The inversion proceeds iteratively via a series of 

linearizations about the atmospheric state at each iteration step: 

 

 1 a a( ) ( )i y meas i i ix x y f x x x     D K                                                                                    Eq. 2.2 
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Ki = df(xi)/dxi is the matrix of Jacobians, Dy is the matrix of contribution functions, and Si+1 is 

the solution covariance matrix. The latter is the main diagnostic output. The iteration stops when 

one or more convergence criteria are met. The computation proceeds efficiently with an SVD 

(singular value decomposition) on the scaled matrix Jacobians; see for example (Van Oss, 

Voors and Spurr, Ozone Profile Algorithm 2002). Since the total ozone inverse problem is not 

ill-posed, the regularization is only present to ensure numerical stability. The a priori constraints 

are deliberately made very loose, so that the precision is not compromised in any serious way 

by a priori smoothing.  The a priori vector is taken to be the initial state vector. 

2.1.1.7  State vector and inverse model settings 

There are typically 7 to 8 elements in the retrieval state vector, listed in Table 2.1, along with 

their initial value settings. Aside from total ozone, the algorithm fits the temperature-profile 

shift parameter, 3 polynomial coefficients for internal albedo closure, 2 amplitudes for the semi-

empirical molecular Ring correction and the (optional) undersampling correction and an 

earthshine spectrum wavelength shift. 
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Table 2.1: Summary of fitting parameters for direct fitting total ozone algorithm 

 

State Vector Element Type # of parameters Initial Value 

Total ozone (unit: [DU]) 1 Previous-pixel  

Polynomial Coefficient 

 (Internal Closure) 

3 R335, 0.0, 0.0 

T-shift (unit: [K]) 1 0.0 

Ring Fraunhofer 1 1.0 

Earthshine Shift (unit: [nm]) 1 0.008 

Undersampling 1 0.0 

 

 

The total ozone first guess is taken from the previous pixel value. If this value is not available 

for some reason, the initial total ozone column is taken from a zonal averaged climatology based 

on TOMS data (Stolarski and Frith, 2006). For closure, the initial value R335 is extracted from 

the surface albedo database at 335 nm as described in section 2.4; other albedo parameters are 

initialized to zero. Initial values of the under-sampling and T-shift parameters are all zero, while 

the earthshine shift is initialized to 0.008 corresponding to the average Doppler shift due to the 

platform speed of around 7000 m/s. 

2.1.1.8 Soft-calibration of level-1 reflectances 

Although a common group of retrieval settings are applied consistently to all three level-1 data 

sets from GOME, SCIAMACHY and GOME-2, systematic differences between the individual 

total ozone data sets remain. These originate from systematic radiometric errors and degradation 

effects affecting the measured level-1 reflectances. To deal with these patterns and enhance the 

inter-sensor consistency, a soft-calibration scheme has been developed. This procedure relies 

on comparisons of measured level-1 reflectances to simulated values in the spectral interval 

325-335 nm, the simulations being performed with the same forward model as that used for the 

retrievals. In particular, ozone columns from Brewer observations at a limited number of 

European stations have been used as an external reference to realize these simulations. The 

systematic comparison of the level-1 and simulated reflectances for all satellite observations 

co-located with the selected stations allows to identify and characterize possible (broad-band or 

high-frequency) artifacts in the measurements. Based on this analysis, lookup tables (LUTs) of 

spectral correction factors have been constructed for all three sensors using all computed 

satellite/simulation reflectance ratios. These LUTs have 3 dimensions: one for the time and two 

for the viewing and solar zenith angles. Before the total ozone retrieval, the level-1 reflectance 

is multiplied by the appropriate correction factor spectrum. More details on this soft-calibration 

scheme are given in (Lerot et al. 2014). It is important to note that the good level-1 calibration 

of the OMI spectra and the very limited degradation of the instrument have made the application 

of the soft-calibration procedure unnecessary for generating the CCI OMI total ozone data set. 

The consistency with the other level-2 data sets is nevertheless excellent. 
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2.1.1.9 Averaging kernels 

In optimal estimation, the averaging kernel A is defined as the product of the contribution 

function matrix Dy and the Jacobian matrix K. Generally speaking, it is a measure of the 

departure of the estimator from the truth and the dependence on a priori settings. For the total 

column retrieval, the problem is well-posed. Accordingly, the averaging kernel matrix reduces 

to a vector that indicates the sensitivity of the retrieved total column to changes in ozone 

concentration in different layers. We calculate the averaging kernel as follows. At each 

wavelength, LIDORT is called to derive the ozone profile layer Jacobians K* using the TOMS 

V8 ozone profile corresponding to the final retrieved total column. The contribution function 

Dy is obtained making use of the column weighting function Ki calculated as part of the retrieval 

process. The averaging kernel is then given by A = Dy K*. 

 

When using the LUT approach, calculating the averaging kernels would require that all 

Jacobians at all wavelengths are stored in a table, too, which would multiply the size of the 

table, again making it impossible to keep all the required data in memory. Therefore we chose 

to store directly precomputed averaging kernels for each grid point, fixing the fitted forward 

model parameters which are not part of the lookup table grid (closure, Ring amplitude and 

wavelength shift) at their initial values. We found that this approximation does not have any 

significant impact. 

 

2.1.1.10 Error budget 

Table 2 summarizes our current assessment of the main contributions to the global error budget 

on total ozone retrieval by direct-fitting. The error budget is given separately in two different 

regimes, corresponding respectively to low (<80°) and large (>80°) values of the SZA. 

 

It includes the random error (or precision) associated with instrument signal-to-noise and which 

can be derived easily by the propagation of radiance and irradiance statistical errors provided 

in the level-1 products through the inversion algorithm. It is generally less than 0.5% at 

moderate SZAs and may reach 2% at SZAs larger than 80°. 

 

The smoothing error associated to the a priori ozone profile shape used in the forward model is 

assessed using the formalism of Rodgers. Once we have the averaging kernel A, the error Sp due 

to the profile shape may be estimated as Sp= ATSaA where Sa is the covariance matrix associated 

with the a priori profile climatology used in the inversion. What is really required here is the 

covariance associated with the particular retrieved total column for a specific latitude band and 

season. This being unavailable, we have used another total ozone classified climatology 

(Lamsal et al., 2004) as a proxy to construct Sa. As illustrated in Figure 2.2, the mean total ozone 

error due to the profile shape is less than 0.5 % at low SZAs and is as large as 4% at extreme 

SZA for clear sky pixels. In the case of cloud contamination, the error increases, especially at 

low SZA, where it may reach 1%. 
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Figure 2.2: Mean total ozone error due to a priori O3 profile shape, as a function of the SZA for clear sky 

and cloudy pixels. Error bars represent the standard deviation of the errors. 

 

In GODFIT, both absorption by trace gases other than ozone and the impact of aerosols are 

neglected in the forward model. Here, we estimate the resulting total ozone errors using closed-

loop tests. Synthetic radiances are generated using the GODFIT forward model based on optical 

inputs that include these sources of error (e.g. NO2 or aerosols). Then, total ozone retrieval is 

performed using these synthetic spectra and the retrieval settings baseline (i.e. neglecting other 

trace gases or aerosols in the forward model). The difference with respect to the “true” state 

gives the error estimate. 

To simulate the impact of stratospheric NO2, a typical stratospheric profile as depicted in Figure 

2.3 has been used to generate synthetic radiances. Total ozone columns retrieved from the 

resulting synthetic spectra show errors of less than 0.5% for all SZAs and all surface albedos. 

When considering a profile with a large amount of NO2 in the lowermost layer (e.g. 

representative of a heavily polluted scenario), total ozone errors increase slightly but are still 

less than 0.5% for low surface albedo (0.05). The errors are slightly larger than 1% when the 

surface albedo is high (0.8), but the likelihood of such a high NO2 concentration above a bright 

surface is very small. Similar sensitivity tests have been carried out for BrO and SO2. The errors 

due to their neglect are generally negligible, except for a major volcanic eruption scenario with 

SO2 column amounts exceeding 50-100 DU. In this case, total ozone errors may reach a few 

percent.  
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Figure 2.3: (a) NO2 vertical profiles used for generating synthetic radiances. (b) Total ozone error (%) due 

to neglect of NO2 in the retrieval scheme, as a function of SZA. For the two profiles shown in (a), ozone 

errors are plotted for low and high surface albedos (0.05 and 0.8) and for a total ozone column of 400 DU. 

 

The same closed-loop approach has been adopted to estimate the ozone error due to neglect of 

aerosols in the forward model. A number of scenarios were considered, including a background 

aerosol case, a heavily polluted scenario with a large amount of absorbing aerosol in the 

lowermost layer, a dust storm scenario with a large amount of scattering aerosol in the 

lowermost layer and finally, two scenarios representing major volcanic eruptions with 

stratospheric injections of absorbing or scattering aerosols. Optical property profiles for these 

scenarios are plotted in Figure 2.4(a-b). The associated total ozone errors, plotted as a function 

of SZA in Figure 2.4(c), are generally within 1%. This small impact is mainly due to the 

simultaneous fit of the effective surface albedo. As seen in Figure 2.4(c) for the pollution 

scenario, total ozone errors are much larger (up to 4%) if the surface albedo is fixed to a 

climatological value. This nicely illustrates the added-value of the internal closure mode of 

GODFIT, which implicitly accounts for tropospheric absorbing and scattering aerosols and 

avoids relying on the ingestion of highly uncertain external aerosol optical property 

information. For a scenario with a strong injection of stratospheric aerosols due to a major 

volcanic eruption such as Pinatubo, the total errors may reach 10% (Figure 2.4(d)). 
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Figure 2.4: (a) Aerosol optical depth and (b) aerosol single scattering profiles used for generating synthetic 

radiances for a variety of scenarios (see inset and text for more details). (c) Total ozone error (%) due to 

neglect of aerosols in the retrieval scheme, plotted as a function of SZA for the background, polluted and 

dust storm scenarios. The red dashed line shows the much larger errors obtained when a fixed (non-fitted) 

albedo is used.  (d) Same as (c) but for strong volcanic eruption scenarios. 

 

Other uncertainty estimates have been derived from similar sensitivity tests studies carried out 

within previous projects (GODFIT A/B, GDP4 and GDP5) or extensively described in Lerot et 

al. (2013). Total errors are computed assuming all contributions are mutually uncorrelated. The 

total random errors are estimated to be 1.7 and 2.6 % for the low/moderate and high SZA 

regimes respectively. The corresponding total systematic errors are about 3.6 and 5.3%. 
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Table 2.2 : Estimation of the error sources of the direct-fitting total ozone retrievals (single pixel retrieval). 

Blue fields indicate random errors, and red fields systematic errors. The errors due to the cloud parameters 

(orange) are random or systematic depending on the time scale. 

 

Error source Per cent error 

SZA < 80° SZA > 80° 

Instrument signal-to-noise < 0.5 < 2 

Soft calibration: Absolute recalibration + 

structures removal 
< 1.5 < 1.5 

O3 absorption cross-sections and its atmospheric 

temperature 
< 2.5 < 2.5 

Interferences with other species (except in case of 

volcanic eruption) 
< 1.5 < 1 

Aerosols (except in case of volcanic eruption) < 1 < 1.5 

Instrument spectral stability (wavelength 

registration) 
< 0.5 < 0.5 

Solar I0-effect < 0.2 < 0.2 

Ring effect (Rotational Raman Scattering) < 0.1 < 0.5 

O3 profile shape < 1 < 4 

Cloud fraction < 0.5 < 0.5 

Cloud top height < 1.5 < 1.5 

Total random error (including cloud fields) < 1.7 < 2.6 

Total systematic error < 3.6 < 5.3 

 

2.2 Total ozone column merging algorithm 

An inter-satellite calibration approach is used to create the merged total column product 

from GOME/ERS-2, SCIAMACHY/ENVISAT, and GOME-2/METOP-A. In order to 

minimize the differences between the individual sensors, SCIAMACHY and GOME-2 data are 

adjusted to the GOME measurements during overlap periods (D. Loyola, et al. 2009) (Loyola 

und Coldewey-Egbers 2012). The production of the GTO-ECV_V2 monthly mean gridded total 

ozone data record from April 1996 to June 2011 is as follows: 

Individual GOME, SCIAMACHY, and GOME-2 level 2 total ozone data, processed 

with GODFIT v3.0 retrieval algorithm, are the input to the level 3 processing. Level 2 data are 
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first projected onto a regular grid of 1°x1°. Then, daily averages for each individual sensor are 

calculated for this grid, taking into account all available measurements per day and using as 

weighting the normalized areas of the satellite ground pixel and the regular grid intersecting 

polygons. 

1° latitudinal monthly means are computed for GOME and SCIAMACHY based on 

common daily gridded data only. The correction factors for SCIAMACHY with respect to 

GOME are derived using the ratios of these monthly means. They comprise of two parts: (1) a 

'basic' correction for each month of the year (averaged over all years from 2002 to 2011) in 

terms of polynomials as a function of latitude, and (2) an offset for each individual month, 

which is added to the 'basic' correction. This offset does not depend on latitude, but it accounts 

for the time-dependence in the differences between SCIAMACHY and GOME. The correction 

factors are then applied to the SCIAMACHY daily gridded data by linear interpolation in time.   

In preparation for the GOME-2 adjustment, an intermediate product of averaged GOME 

and corrected SCIAMACHY daily gridded data is generated for the overlap period with 

GOME-2 from January 2007 to June 2011 (→ GS_MERGED daily gridded data). 

The 1° latitudinal monthly means are computed for GS_MERGED and GOME-2 based 

on common daily gridded data only. The correction factors for GOME-2 with respect to 

GS_MERGED data are derived similar to the SCIAMACHY correction: polynomials as a 

function of latitude and month plus a time-dependent offset. They are applied to GOME-2 daily 

gridded data by linear interpolation in time. 

The 1°x1° monthly mean gridded data are computed for GOME, adjusted 

SCIAMACHY, and adjusted GOME-2. Cut-off values for latitude as a function of month (see 

Table 2.3: Latitude coverage of the GTO-ECV_v2 total ozone data record for each month,) have 

been defined so that only representative monthly means are provided that contain a sufficient 

number of measurements equally distributed over time. 

The merged GTO-ECV_V2 data record then contains GOME data from 04/1996 to 

03/2003, adjusted SCIAMACHY data from 04/2003 to 03/2007, and adjusted GOME-2 data 

from 04/2007 to 06/2011. 

 
Table 2.3: Latitude coverage of the GTO-ECV_v2 total ozone data record for each month, 

 

Month Latitudes Month Latitudes 

January 60.0° N – 90.0° S July 90.0° N – 57.5° S 

February 70.0° N – 90.0° S August 90.0° N – 62.5° S 

March 80.0° N – 80.0° S September 82.5° N – 72.5° S 

April 90.0° N – 65.0° S October 72.5° N – 85.0° S 

May 90.0° N – 60.0° S November 65.0° N – 90.0° S 

June 90.0° N – 57.5° S December 60.0° N – 90.0° S 

 

2.2.1 Assessment of URD implementation for total ozone data 

Table 2.4 is based on the table 5 from (O3_CCI-URD 2011) and is completed with information 

what is currently achievable as of the date of today. 
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Table 2.4: Assessment of product requirements implementation for total ozone. 

 

Requirements as stated in URD 

Compliance 

of the product 

with these 

requirements 

Quantity 
Driving 

research topic 

Geographical Zone  

Tropics 
Mid-

latitudes 

Polar 

Region 

Global 

horizontal 

resolution 

-  Evolution of the 

ozone layer 

(radiative forcing); 

- Seasonal cycle 

and interannual 

variability; 

- Short-term 

variability: 

exchange of air 

masses, streamers, 

regime studies 

20 – 100 km 
20-50/100 

km 

20 – 50/100 

km 

A resolution of 

100 km is 

achieved from 

2002.  Before, it 

is coarser due to 

the poorer 

resolution of 

GOME (~300 in 

Tropics; ~100 in 

Polar regions). A 

resolution better 

than 20 km will 

be achieved with 

future sensors. 

Observation 

frequency 
3 days 3 days 3 days Compliant 

 

Time period 

 
Evolution of the 

ozone layer 

(radiative forcing) 

1980-2010 1980-2010 1980-2010 

From 1995 until 

now if focus is 

only on European 

sensors. 

 

Accuracy4 

 

2% (7 DU) 2% (7 DU) 2% (7 DU) Compliant 

Accuracy5 

- Seasonal cycle 

and interannual 

variability; 

- Short-term 

variability: 

exchange of air 

masses, streamers, 

regime studies 

3% (10 DU) 3% (10 DU) 3% (10 DU) Compliant 

Stability (after 

corrections) 

Evolution of the 

ozone layer (1980-

2010 trend 

detection; radiative 

forcing) 

1 – 3% / 

decade 

1 – 3% / 

decade 

1 -3% / 

decade 

3% is OK in the 

current status. 1% 

should be reached 

after corrections 

and merging. 

 

                                                 

 
4 In this context:  total error of the retrieval. 
5 idem 
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3 Nadir profile ECV retrieval algorithms 

Both KNMI and RAL have developed algorithms for ozone profile retrieval from nadir looking 

instruments. After completion of the Round-Robin intercomparison exercise in summer 2013, 

the RAL algorithm has been selected as CCI baseline for the generation of the first version of 

the Ozone_cci CRDP. In this section, both KNMI and RAL algorithms are described since work 

is still ongoing in CCI Phase-II to incorporate elements of the KNMI algorithm in a revised CCI 

ozone profile algorithm baseline. The last two paragraphs describe the merged level 3 and level 

4 data. 

3.1 OPERA (KNMI) 

The OPERA (Ozone Profile Retrieval Algorithm) is developed at KNMI to retrieve ozone 

profiles from nadir looking instruments. It can retrieve profiles from GOME, GOME-2, OMI. 

and SCIAMACHY. 

3.1.1  Basic retrieval equations 

When the number of profile elements to be retrieved exceeds the number of independent profile 

elements that can be retrieved, a naive least squares fitting produces meaningless results for real 

and noisy spectra. Small-scale variations in atmospheric quantities that are poorly constrained 

by the measurement will cause noise amplification, resulting in spurious retrieved values often 

showing strong oscillations. Two methods for circumventing this ill conditioning can be 

distinguished: (i) limiting the number of profile elements to be retrieved, and (ii) regularising 

the inversion problem. The first option can be realised by fitting profile elements at a limited 

number of carefully chosen levels in accordance with the restricted profile information in the 

measurement. This would require a specification of the shape of the profile between the layers. 

The use of a fixed vertical grid would be non-optimal for most cases.  

Regularisation suppresses noise amplification by using information from a source other 

than the measurement. Regularisation is achieved by adding a second term to the least squares 

cost function J to be minimised: 

 

    )()()( 1
xxyxy

T
RFSFJ mym  

 
 

Eq. 3.1 

 
 

Here, ym is the measurement vector of radiances, x is the state vector of parameters to be 

retrieved, F(x) is the radiance calculated by the forward model and Sy is the error covariance 

matrix. R(x) is some function of the state that returns a large amplitude for 'undesirable' 

solutions. Two choices for the regularisation are commonly used for atmospheric retrievals; 

these are the Phillips-Tikhonov (Hasekamp und Landgraf 2001) and Optimal Estimation (OE) 

methods (C. D. Rodgers 2000). In OE, the R(x) term is derived from the application of Bayes' 

theorem. This states that the probability density function (PDF) of the state is proportional to 

the PDF of the measurement given the state, multiplied by the PDF of the state prior to the 

measurement. The measurement changes the likely outcomes for the state vector elements, since 

it provides extra information on top of that already available from prior information. When the 

PDFs are all Gaussian distributions, the most probable state (the Optimal Estimate) minimises 

the cost function Eq. 1 with the regularisation term: R(x) = (x-xa)
TSa

-1(x-xa). Here xa is the a 

priori state vector and Sa the prior covariance matrix. 
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3.1.1.1 Iterations and convergence 

The solution to equation 1 can be found by iteratively applying: 
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where Ki = (F/x)i is the Jacobian at state xi; K
T the transpose of the Jacobian, yi = F(xi) and 

xi+1 is the updated state vector. The matrix Dy is known as the matrix of contribution functions; 

the solution error covariance is given by Si+1. The iteration starts with some initial estimate of 

the state, and terminates when convergence has been reached. In OPERA, two convergence 

criteria can be applied, according to (C. D. Rodgers 2000). The primary criterion is that the 

difference between the error-weighted lengths of two consecutive state vectors, i.e. Sx
-1/2(xi – 

xi-1), should be below a fixed threshold. Investigations have shown that a maximum difference 

of 1% in gives good results for all cases. The second convergence criterion to be met is that the 

change in the cost function between two consecutive iterations should be less than some 

predefined value (for example 1%). These two criteria combine convergence tests in both state 

space and measurement space. The final value of the solution error covariance matrix is the 

main source of diagnostic information for the retrieval. 

3.1.2 Forward model 

The forward model consists of a radiative transfer model (RTM) that computes the radiances at 

the entrance of the instrument, and a slit function convolution that simulates the level 1 radiance 

values. The RTM has two parts. The single-scattering component and its Jacobian are computed 

separately using high vertical resolution ozone profiles. The multiple scattering component is 

computed at lower vertical resolution using the radiative transfer model LIDORTA or LABOS. 

In the following we describe the atmospheric set-up for the RTM, followed by a description of 

the single scattering RTM and the LIDORTA RTM. 

3.1.3 Atmospheric state input to the RTM 

For input, the RTM requires the following: a pressure grid, atmospheric profiles and cross-

sections of trace gases (ozone and interfering species such as NO2 and SO2), aerosol profiles 

and optical parameters, surface reflection parameters, cloud parameters, solar and viewing polar 

and azimuth angles, the wavelength grid and the solar irradiance at these wavelengths. The 

vertical grid is based on user input, but it defaults to a grid of 40 layers between 41 fixed 

pressure levels (currently from 1000 to 0.001 hPa), where the levels in between have a fixed 

ratio. The actual surface pressure replaces the nominal 1000 hPa level. For cloudy and partially 

cloudy scenes, the cloud-top pressure replaces the nearest pressure level. 

3.1.4 Radiative Transfer Model (RTM) 

Given the atmospheric profiles and the cross sections, a set of optical parameters is defined for 

each layer; this set constitutes the basic input to the radiative transfer model for a single 

wavelength. These optical parameters are: layer optical thickness and single scattering albedo, 

and a sufficient number of phase function expansion coefficients and the exact phase function 
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evaluated at the scattering angle for the single scattering contribution. The RTM further requires 

the solar irradiance at each wavelength to compute the earth radiance. The radiative transfer 

problem is solved using separate models for the single and multiple scattered components. 

 The single-scattered radiance at TOA and the associated Jacobian is computed using an 

analytic solution that includes the attenuation due to the spherical shell atmosphere along the 

photon path (Van Oss und .Spurr 2002). The phase function is specified to high accuracy by 

using its exact value at the scattering angle. 

 The LIDORTA (Van Oss und .Spurr 2002) discrete-ordinate RTM is used for the 

multiple scattering computations. In an atmosphere divided into a number of optically uniform 

adjacent layers, the radiative transfer equation (RTE) is first solved for each layer; this is 

followed by the application of boundary conditions to match the radiation field at layer 

interfaces. 

3.1.5 Error description 

A general description of error theory is given in section “Data and Error Characterization”. In this 

section we provide the results from an error computation done on a test dataset. 

3.1.5.1 Test data set: Input configuration 

The error computation is performed for a number of cases that cover the full range of possible 

measurements. We have:  

 two latitudes 15N and 45N 

 two cloud fractions 0.0 and 1.0,  

 two solar zenith angles q0  (30, 75) 

 two relative azimuth angles f (0, 180) and  

 two viewing angles q (10, 50). ) 

 two seasons: summer and winter (i.e.: to two different a-priori ozone profiles) 

The following parameters are the same for all scenarios:  

 surface albedo (0.05),  

 cloud top albedo (0.8),  

 cloud top pressure (700 hPa) and  

 wavelength range (265 – 330 nm).  

This constitutes a total of 64 scenarios. A priori ozone profiles are selected from the ozone 

climatology from McPeters, Labow and Logan 2007. 

3.1.5.2 Error analysis results 

The calculations are done on 40 layers, but these are aggregated to 12 layer intervals in the 

tables. The errors are RMS values for all scenarios combined. Systematic errors are computed 

by mapping the error in the spectrum to a profile error using the contribution function (gain 

matrix).  
 

Table 3.1 gives the RMS of the apriori and the smoothing errors using the ozone climatology 

from (McPeters, Labow and Logan 2007) and (Fortuin and Kelder 1999).  
 

Table 3.2 shows the resulting errors on the ozone profile as a result of several anticipated errors 

in the GOME-2 Level 1b Earthshine spectrum. These measurement errors are:  

 A wavelength calibration error of 1/30th pixel, both for the short [270 – 300 nm] and the 

long wavelength region [300-330 nm]. (systematic) 
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 An offset error in the radiance with a magnitude of 2% of the radiance at 270 nm. 

(systematic) 

 A multiplicative error of 1% in the radiance at all wavelengths. (systematic) 
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Table 3.3: Profile errors due to systematic model parameter errors. Errors are given in percent. The 

columns refer to layers bounded by the pressure levels indicated in the first row. 

 shows the errors in the profile due to systematic errors in parameters of the Forward Model. 

We consider: 

 An error in the Rayleigh cross section of 1% at all wavelengths 

 An error in the ozone cross section of 1% at all wavelengths 

 An error in the temperature of 5K at all layers 

 An error in the cloud-top of 100 hPa 
 

Table 3.4 gives the profile errors due to errors in the radiative transfer model:  

 the 4- stream approximation in the LIDORTA model compared to the 6 stream model,  

 neglect of Rotational Raman scattering (Ring effect), excluding effect of RRS on 

atmospheric absorption. 

 neglect of polarisation 

Figure 3.1 shows the apriori, total, noise and smoothing errors for two different solar zenith 

angles (30.0 and 75.0 degrees), and two surface albedo values (0.05 and 0.80). The other input 

parameters are fixed: a clear sky, summer season at 45N, LOS 10.0, relative azimuth 0.0 and, 

when not varied, the SZA 30.0 and surface albedo 0.05.  

 

Table 3.1: List of apriori and smoothing errors for indicated layers. Errors are given in percent. The 

columns refer to layer intervals bounded by the pressure levels indicated in the first row. 
 1000-700 700- 

500 

500- 

300 

300- 

200 

200- 

100 

100- 

70 

70- 

30 

30 

10 

10 

5 

5 

1 

1- 

0.3 

0.3- 

0.0 

Apriori error ML O3 clim 23.2 22.9 30.2 46.7 34.4 23.7 10.7 7.3 7.9 9.1 10.6 16.1 

Apriori error FK O3 clim 28.4 24.4 35.3 49.9 44.8 28.9 13.9 10.9 13.9 13.9 13.8 14.9 

Smoothing error ML O3 clim 19.2 17.4 21.5 30.2 21.1 12.6 5.2 3.3 3.0 2.4 5.2 12.1 

Smoothing error FK O3 clim 24.5 19.2 24.8 31.3 25.5 14.2 6.3 4.1 3.9 4.0 5.8 9.77 
 

 

Table 3.2: List of measurement errors for indicated layers. Errors are given in percent. All errors are 

regarded as systematic. The columns refer to layers bounded by the pressure levels indicated in the first 

row. 
 1000-700 700- 

500 
500- 
300 

300- 
200 

200- 
100 

100- 
70 

70- 
30 

30 
10 

10 
5 

5 
1 

1- 
0.3 

0.3- 
0.0 

-scale [270-300 nm] 1/30 pix 0.2 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 <0.1 <0.1 <0.1 

-scale [300-330 nm] 1/30 pix 0.4 0.5 0.5 0.5 0.5 0.4 0.1 0.1 0.1 <0.1 <0.1 <0.1 

Radiance offset 2% at 270 nm <0.1 <0.1 0.1 0.2 0.2 0.2 <0.1 <0.1 <0.1 1.2 2.3 2.9 

Radiance multiplicative 1% 6.1 6.5 6.4 6.3 2.3 1.7 1.2 0.6 1.0 1.5 1.3 1.2 
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Table 3.3: Profile errors due to systematic model parameter errors. Errors are given in percent. The 

columns refer to layers bounded by the pressure levels indicated in the first row. 
 

 1000- 

700 

700- 

500 

500- 

300 

300- 

200 

200- 

100 

100- 

70 

70- 

30 

30 

10 

10 

5 

5 

1 

1- 

0.3 

0.3- 

0.0 

Rayleigh Cross sect. 1% 2.8 2.8 2.6 2.5 1.3 1.3 0.6 0.5 1.0 1.5 1.3 1.2 

Ozone Cross sect. 1% 0.8 1.0 1.6 2.6 2.5 2.5 1.3 0.8 0.9 1.0 0.9 0.8 

Temperature 5K 9.4 10.4 11.2 10.4 7.1 8.7 3.3 1.5 1.4 0.6 0.2 0.2 

Cloud-top 100 hPa 3.8 4.2 5.0 6.4 3.4 1.5 0.5 0.2 0.2 0.2 <0.1 <0.1 

 

Table 3.4:  Profile errors due to forward model errors. Errors are given in percent. All errors are 

regarded as systematic. The columns refer to layers bounded by the pressure levels indicated in the first 

row. 

 1000- 

700 

700- 

500 

500- 

300 

300- 

200 

200- 

100 

100- 

70 

70- 

30 

30 

10 

10 

5 

5 

1 

1- 

0.3 

0.3- 

0.0 

4-stream error 4.0 4.3 4.6 5.4 2.6 1.6 0.9 0.3 0.3 0.1 0.0 0.0 

Neglect of Ring 3.4 3.7 3.4 4.6 5.5 6.0 2.0 0.8 0.4 0.3 0.3 0.2 

Neglect of polarization 28.3 29.5 29.9 32.5 14.8 4.6 3.4 1.7 1.1 0.5 0.3 0.3 
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Figure 3.1: Covariance errors in DU and percent, for two SZA angles and two surface albedo values. Green: 

apriori error, blue: total error, black: smoothing error, red: noise error 
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The results indicate the following dominant error sources exceed the 5% level: 

 Spectral calibration,  

 Rayleigh cross section, 

 Temperature  

 Cloud top pressure 

 4-stream error, 

 Neglect of Ring, 

 Neglect of polarization. 

Some of these error sources can be reduced by: 

 Incorporating accurate data of optical properties in the atmospheric forward model. 

 Using information on the temperature of the atmosphere from NWP models 

 Using 6-streams instead of 4.  

 The treatment of Raman scattering as follows. The detected radiance is separated into a 

contribution from elastic scattering only (Cabannes) and a contribution from radiation 

that has been Raman-inelastically scattered once or more. In turns out that the fraction 

that has been inelastically scattered twice or more is negligible for the relevant 

wavelength range. The consequence of this approach is that the RTM now has to run 

twice for every wavelength, a more exact treatment of Raman scattering would, 

however, cost much more. 

 Using a lookup table containing polarisation errors 

3.1.5.3 Output product description 

Opera generates one or more output files per orbit: a full HDF5 product for offline distribution 

and a file containing limited information in BUFR format for Near Real Time (NRT). 

The full product contains the retrieved profile (partial columns, in DU), the full error 

covariance matrix, the retrieval noise covariance matrix, the a-priori profile the averaging 

kernels and the retrieved auxiliary parameters, like surface or cloud albedo. Also included are: 

geolocation, spectral windows used and retrieval diagnostics, like number of iterations, spectral 

fit indicators. 

3.2 RAL nadir profile ECV retrieval algorithms 

The RAL profile scheme (Munro, et al. 1998), (Siddans 2003) scheme differs from OPERA in 

a number of important respects. The most significant difference is the treatment of the Huggins 

bands which are fitted to to a precision of better than 0.1% (close to the noise level) to allow 

the ozone absorption cross-section temperature dependence to be exploited for tropospheric 

information. This is achieved by fitting the differential absorption spectrum (log of sun-

normalised radiance with polynomial subtracted) in the Huggins range rather than the 

absolution sun-normalised radiance, which it is necessary to fit in the Hartley band in order to 

obtain information at higher altitudes. This distinct treatment of the two spectral ranges leads 

to the formulation of the retrieval problem in 3 steps: 

1) “B1 fit”: Fit ozone profile to the sun-normalised radiance in the Harley band (in GOME 

Band 1) from 265-307nm. 
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2) “Albedo fit”: Fit effective surface albedo for the Huggins bands GOMEfrom a narrow 

region (where ozone absorption is low) around 334nm (assuming the B1 ozone to be 

correct). 

3) “B2 fit”: Add information on ozone from the differential absorption spectrum in the 

Huggins bands. I.e. retrieve the ozone taking the B1 result to define the prior state and 

errors. 

Methods to improve the characterisation of sub-pixel cloud in the GOME field-of-view using 

vis-near-ir imagery (ATSR and AVHRR) have been implemented in the RAL GOME scheme. 

The potential benefit of using co-located imagery in this way to improve the O3 ECV will be 

tested, providing a significant link to the cloud / aerosol ECV projects, which are planned to 

involve the application of the Oxford-RAL aerosol and cloud scheme to ATSR-2 and AATSR.  

 

3.2.1  Basic retrieval equations 

 

Each step of the RAL retrieval is performed using optimal estimation (C. D. Rodgers 2000). 

The standard equations apply. 

 

However, the linear error analysis is somewhat complicated by the 3-step retrieval approach. 

Particularly as the ozone prior covariance used in step 3 is not identical to the solution 

covariance output from step 1. This is handled by linearizing each step and propagating the 

impact of perturbations in parameters affecting the measurements through to the final solution. 

 

The following equations defined the averaging kernel, For the 3-step process, the averaging 

kernel is: 

 

            Eq. 3.3 

 

Where the sub-scripts denote the matrices for each retrieval step and M is the matrix (consisting 

entirely of “0”s and “1”s) which maps the elements of the state vector at one step into the 

corresponding element of the state vector for a later step. Similarly, the impacts of perturbations 

in a forward model parameter are propagated via. 

 

            Eq. 3.4 

 

The estimated standard deviation of the final retrieval (ESD) is taken to be the square-root of 

the step-3 solution covariance (which includes the contribution from the other steps, in the step-

3 a priori covariance). 
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3.2.2  Assumptions, grid and sequence of operations 

3.2.2.1 Spectral ranges 

In the region between 240 and 315 nm there is a relatively large spectral variation in optical 

depth and consequent uncertainty in the fractional polarisation, which can lead to errors of the 

order of a few percent in sun-normalised radiance. There is a trade-off between the 

improvement in ESD from including as much of this range as possible and the mapping of 

polarisation errors (also quasi-random due to the variability of the polarisation state introduced 

by cloud). These errors might be mitigated by including additional retrieval parameters, but the 

polarisation signature is likely to correlate to the broad  _  absorption in this range. Similarly, the 

benefit of including channels towards the short wave end of the range is offset by increasing 

measurement errors, including noise and those due to imperfect modelling of dark-current and 

straylight. The range 265-307 nm is selected as the best compromise. From this range, the 

following sections are ignored to avoid strong Fraunhofer lines (particularly sensitive to errors 

in modelled leakage current, wavelength calibration and Ring effect) and the NO gamma-bands: 

265-269, 278.2-280, 284-286.4, 287.2-288.8 nm. 

 

In order to fit the Huggins bands to the required accuracy  it is necessary to model the Ring 

effect and under-sampling. A pre-requisite of such a model is an accurate knowledge of the slit-

function and the wavelength registration relative to the solar reference spectrum used in the 

model. For GOME-1 Pre-flight spectral calibration of the instrument was insufficient for this 

purpose and the scheme developed here attempts to derive the required parameters, together 

with a better estimate of the wavelength calibration in the region by fitting the GOME measured 

solar spectrum to a high-resolution solar reference spectrum. 

 

The fitting region is restricted to 322.5 to 334nm: below this range the fit to the solar reference 

spectrum shows gross changes in spectral resolution and wavelength calibration. Fit residuals 

are also larger.  

 

 Since B2 is primarily of interest for the relatively fine-scale temperature dependent structure, 

the measurements in B2 are treated in a manner analogous to DOAS. The logarithm of the sun-

normalised radiance is taken and a polynomial subtracted. This removes, to a large degree, 

independent information on the surface reflectance which modulates the mean layer photon-

path profile. It is therefore important to specify (not retrieve) an accurate surface albedo as a 

forward model parameter in this retrieval step. This is obtained from a separate retrieval from 

measurements in the Huggins absorption minima between 335-340nm. It is assumed that this 

range is close enough in wavelength to the B2 range used for  _ retrieval that the albedo is 

appropriate, while being sufficiently insensitive to  absorption that the B1 fitted profile can be 

assumed for the Huggins band albedo fit. 

 

After restricting the spectral range and adopting the quasi-DOAS approach above, systematic 

residuals remained at the 0.2% level (in sun-normalised radiance). For GOME-1 and 

SCIAMACHY, the mean residual over a single orbit was determined. The retrieval and FM 

were then modified to allow this pattern to be added to simulated measurements, scaled by a 

retrieved parameter. For GOME-2 a similar approach is applied, but this is currently being 

refined to further improve the fit. 
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The B1 and B2 retrievals both make use of the estimated random error on measurements 

provided by appropriate photon noise model. In both cases, _ is assumed diagonal. However, in 

both steps noise-floors (upper limits on the fitting precision) are imposed. The noise-floor 

values are arrived at empirically by inspection of fitting residuals and comparison of retrievals 

with climatology and validation data. In B1 the noise floor is set to 1% in sun-normalised 

radiance unit. In B2 the value varies with solar zenith angle, but is typically 0.05% (0.0005 in 

units of the natural log of the sun-normalised radiance). 

 

Since the absolute sun-normalised radiance is used in the B1 fit, and this is subject to 

degradation over time (which varies from instrument to instrument). An empirical correction 

scheme is used to correct the L1 data in the B1 range used. This is based on modelling observed 

radiances based on climatological ozone distributions and fitting a polynomial in time 

(sufficient to capture seasonal variations) and wavelength (4th order over the band) which 

captures the deviations of the observations from the climatological predictions. 

3.2.2.2 Vertical grid 
Vertical grids are defined for the retrieval state vector and for the RTM finite-difference 

computational levels. To minimise changes in the scheme as it is applied globally, the same sets 

of levels are always used. The levels are defined in terms of pressure, so as to follow the 

meridional variation in tropopause height more closely than geometric altitude. They are 

referred to in terms of a scale-height in km, referred to as Z*: 

 

 
 

where p is pressure in hPa. This gives a value comparable to geometric height (within about 

1km)  

3.2.2.3 Ozone state vector 

The state vector elements for ozone are the logarithm of the volume mixing ratio. Retrieval 

levels are defined to be  0, 6, 12 km, then at 4 km intervals up to 80 km (corresponding always 

to the same pressure levels of approximately 1000, 422, 177, 100.000, 56, 32, 18, 105.6, 3.2, 

1.8, 1.0, 0.56, 0.32, 0.18, 0.10, 0.056, 0.032, 0.018, 0.01 hPa). These over-sample the resolution 

expected on the basis of averaging kernel analysis. The a priori covariance is used to constrain 

the profile shape. 

 

An a priori correlation length of Δzc=6 km is imposed for the Harley band fit (step1) I.e. the 

elements of Sa are given by: 

               Eq. 3.5 

 

The values of the a priori  and corresponding errors, Δxai, at each level i, at altitude zi,  are taken 

from the McPeters-Labouw or Fortuin climatology interpolated in altitude to the retrieval grid.  

 

For the B2 fit, the a priori is taken from the B1A retrieval, on the same levels. Instability in the 

retrieval at UT/LS altitudes was encountered when the full solution covariance, from the B1A 
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retrieval was taken to define for the B2B retrieval. This instability was reduced by using a 

Gaussian a priori covariance with 8km correlation length and a priori standard deviation equal 

to B1A ESD.  

 

The following deviations from the Fortuin climatology are imposed: 

 At the surface and 6 km levels, the volume mixing ratio is set to the larger of the 

climatological value and a value corresponding to a number density of 1012 

molec/cm3. In practice, both levels are always set to this valueexcept at very high 

latitude where the climatological value is greater on the 6 km level. I.e. there is no 

horizontal structure in the a priori at these levels. This approach is intended to 

minimise the appearance of spurious spatial/temporal patterns in retrievals at 

tropospheric altitudes due to a priori influence 

 To avoid too tight an a priori constraint, and to avoid spurious effects in the retrieval 

due to the imperfect sampling of the tropospheric variance by the climatology, the 

relative a priori errors were set to the larger of the climatological standard deviation 

and the following:  

o 0-12km: 1 (in logarithmic units corresponding to 100% in fractional terms). 

o 6km: 0.3 

o 20-50km: 0.1 

o 56km: 0.5 

o 60-80km: 1 

3.2.2.4 Other state vector elements: B1 fit 
Leakage Current: A leakage current in binary units is fitted in B1, to correct for imperfect 

prediction of this at L1. A single parameter is fit for the band, unless the B1A/B1B boundary 

occurs below 307nm, in which case one parameter is fitted for each sub-band. The leakage 

current in BU is assumed constant with wavelength. 

 

Lambertian effective surface albedo: A single, wavelength independent albedo is retrieved. 

 

Ring effect: Two parameters are fitted, namely (i):  

Scaling factor for the single-scattering Ring effect filling-in factor (as modelled via the 

approach of (Joiner, et al. 1995); (ii) Wavelength shift of the pattern relative to the nominal 

wavelength calibration. 

 

Wavelength shift of the absorption cross-section: A single parameter represents a shift of the 

GOMETRAN modelled spectrum (before Ring effect or slit-function convolution are 

simulated), with respect to the measured sun-normalised radiance. The magnitude of the 

retrieved shift is such that it can be considered to pertain effectively to the trace-gas absorption 

cross sections, since the scattering coefficient varies relatively weakly with wavelength.  
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3.2.3 Other state vector elements: B2 fit 

Ring effect: A single scaling parameter is fitted (to represent approximately the expected 

number of scattering events). No wavelength shift is fitted in this case; the mis-registration / 

under-sampling correction makes the shift of the filling-in spectrum redundant. 

 

Wavelength shift of the absorption cross-section: The parameter has the same meaning as the 

corresponding B1A state-vector element. In this case a 2nd order polynomial fit to the 

wavelength shift is fitted across the measurement vector range.  

 

Wavelength mis-registration between solar and back-scattered spectrum: Parameters in 3rd 

order polynomial expansion (as above) of the wavelength shift between the GOME solar 

irradiance and back-scattered spectra used to form the sun-normalised radiance. 

 

Column amounts of NO2, formaldehyde and BrO. 
 

Residual scaling factor: A single scaling factor for the systematic residual. 

 

3.2.3.1  Iterations and convergence 

The standard Marquardt-Levenberg approach is used.  

 

Convergence is judged to occur if (a) the cost function (absolute value, not normalised by the 

number of elements in the state vector) changes by <1 (b) at this point a Newtonian iteration 

(i.e. a step without applying the Marquardt-Levenberg damping) also results in a change in cost 

of <1. This 2nd criterion ensures retrievals do not appear to converge due to a high value of the 

Marquardt-Levenberg damping parameter.  

3.2.3.2  Forward model 

3.2.3.2.1  Atmospheric state input to the RTM 

Temperature and pressure profiles and taken from meteorological analysis. Usually ECMWF 

profiles are used, though Met Office stratospheric analysis has been used in the past. 

 

A background aerosol profile taken from MODTRAN is assumed. 

 

Cloud may be ignored (in which case it is fitted via the retrieved surface albedos) or modelled 

according to information either from GOME (O2 A-band retrieval) or co-located imagery 

(AATSR for GOME-1 and AVHRR for GOME-2). 

3.2.3.2.2  Radiative Transfer Model (RTM) 

The scheme uses a version of the GOMETRAN++ (Rozanov, Diebel, et al. 1997) but with a 

number of processing speed improvements implemented at RAL). 

3.2.3.3  Error description 

A quite complete study of the errors pertaining to the profile retrieval is reported in (Siddans 

2003). This was based on performing retrieval simulations for a set of basic geo-physical 

scenario which had been defined for the GOME-2 Error Study (Kerridge 2002), which also 

contains a detailed error budget. For these conditions basic retrieval diagnostics such as 

averaging kernels (e.g. see Figure 3.2) and solution covariances were computed. A large number 

of additional error sources were also considered.  
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Figure 3.3 shows some results from (Siddans 2003). Following errors are considered: 

 

 Aerosol: Errors in retrieved ozone introduced by deviations in the aerosol profile from 

the background case assumed in the FM are simulated by mapping measurement 

perturbations based on the following cases: [HIGH] represents a maximum boundary 

layer / troposphere optical depth case from the MODTRAN scenarios, with a moderate 

volcanic stratosphere. [BL10], [SUM] and [MODVOL] are close to the background case 

except in the boundary layer, troposphere and stratosphere respectively, where they are 

close to the [HIGH] scenario.  

 [PRESSURE]: Effect of a 1% perturbation in surface pressure on scattering profile and 

hence retrieval (absorber number density not perturbed). 

 [TEMP-2KM]: Effect of 1K error in assumed temperature profile on 2km grid. Both 

temperature errors are propagated through the absorption cross-section only (i.e. not via 

number density profile). 

 [TEMP-10KM]: As, above but assuming a Gaussian correlation with 10km half-width. 

[TEMP-FCBKG]: As above, but taking the covariance matrix from a numerical weather 

prediction background error covariance matrix. 

 [TEMP-IASI] As [TEMP-FCBKG], but using the estimated covariance after 

assimilation of IASI information. 

 [MIRROR]: Errors due to the incidence angle dependence of the scan-mirror 

degradation. 

 [POLERR-G1]: Estimated effect of error in polarisation correction given GOME-1 

correction scheme (and PMD data).  

 [RADCAL]: 2% Gain error. I.e. mapping of a 2% of the nominal back-scattered radiance 

is mapped as a systematic error, to represent radiometric calibration errors. 

 The most important findings of the error assessment described here are summarised as 

follows: 

 The retrieval provides useful information on the ozone profile below 50km. 

 Retrieval precision, accounting for measurement noise and other quasi-random errors is 

expected to be generally in the few-percent range in the stratosphere increasing to a few 

10s of percent in the lowest retrieval levels. 

 Retrieved quantities should be interpreted as estimates of layer-averaged number 

density, taking into account the shape of the averaging kernels, and the influence of the 

a priori. 



        Title: Ozone CCI ATBD 

        Issue 0 - Revision 00 - Status:  Final 

        Date of issue: Dec 7, 2017 

       Reference: Ozone_cci_ATBD_Phase2_V2.docx 

 

Edited  by N.Rahpoe - UBR     Page 51-127 

 

 The instrumental and RTM errors are generally relatively small, compared to the 

climatological variance and, in most cases, the ESD. Exceptions are radiometric gain 

errors including scan-mirror degradation (which has most impact above 40 km) and 

possibly imperfect knowledge of slit-function shape (expected to cause a significant 

negative bias in the troposphere, though the magnitude is difficult to quantify). These 

errors are currently addressed in the real scheme by the empirical degradation correction 

factor, but still represent a significant issue for long-term quality of the retrieved 

profiles. 

 High perturbations in aerosol and errors in the assumed temperature profile give rise to 

retrieval errors in the troposphere of order 10-20%. (The temperature error is larger at 

high solar zenith angle.) 

 Radiative transfer model approximations in the retrieval scheme are seen to be adequate. 

 It was also noted that for GOME-1 a significant error source was lack of pre-flight 

measurement of the slit-function. Pre-flight characterisation of GOME-2 has much 

reduced uncertainties for that instrument at the beginning of life but in-orbit changes 

may mean this source of error is important for GOME-2 as well. 

 
Figure 3.2: Averaging kernels (in units of retrieved number density / unit perturbation to true number 

density) for a range of geophysical conditions typical of given months (top to bottom) and latitudes (left to 

right). From (Siddans 2003). 
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Figure 3.3: Retrieval ESD and base-line mapped errors for GOME-1 and the April 55oN scenario. 

Dashed and solid lines refer to the 80% and 5% surface albedo cases respectively. Colours distinguish results 

for the 3 across-track ground pixels in B1 (the legend shows the pixel mean off-nadir angle in degrees; 

positive angle are East of nadir). Dotted lines in each panel other than the topleft show (for comparison) the 

ESD where the scale permits. The black dash-dot curve is the a priori error input to the B1 retrieval. (ESD 

and a priori are also plotted as negative values for comparison with negative mapped errors.) 
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3.2.3.4  Output product description 

Retrieval results are output in ncdf format following CF convertions. 

The product contains the retrieved profile (values on the retrieval levels), partial columns 

(integrated between retrieval levels), the full error covariance matrix, the retrieval noise 

covariance matrix, the a-priori profile the averaging kernels and the retrieved auxiliary 

parameters. Also included are: geolocation, spectral windows used and retrieval diagnostics, 

like number of iterations, spectral fit indicators. Each file contains results for a single orbit. 

3.3 Combined nadir profile ECV retrieval algorithms 

A third option for the main prototype ECV processor is the combination of both OPERA and 

RAL retrieval schemes. In this case OPERA would provides an initial ozone profile fitted from 

absolute sun-normalised radiance in the wavelength range up to 322 nm. The B2 step of the 

RAL algorithm would then be applied to fit the Huggins structure between 322-334 nm with 

the OPERA results as a-priori. This approach is to be tested during the RR exercise. Details of 

the resulting algorithm (if selected for further development) will be provided in ATBD v1. 

3.3.1 Merged level 3 nadir profile ECV retrieval algorithms 

Input: level two data from the merged ozone-cci retrieval algorithm 

 

Output: 3D monthly mean ozone fields for all instruments. The mean field will be a weighted 

average based on the level-2 errors. 

3.3.2 Merged level 4 nadir profile ECV retrieval algorithms: data assimilation 

The data assimilation algorithm will take the level-2 data produced by the merged retrieval 

algorithm as input. Besides the profiles themselves, other important data that have to be 

provided in the level-2 product are the averaging kernel (AK) and the covariance matrices. The 

data are assimilated using the Kalman filter technique that is outlined in (Segers, et al. 2005). It 

is basically a form of optimal interpolation to find the weighted average between model results 

and measurements. Required for this approach are a model and it’s associated uncertainties 

(covariance matrix) and the measurements with uncertainties and the averaging kernel. The 

used model is TM5 (Krol, et al. 2005). 

 

3.3.2.1   Basic assimilation equations 
The equations for the statevector x and the measurement vector y are given by: 

 
Eq. 3.6 

 

 

where M is the model that propagates the statevector in time. It has an associated uncertainty 

w, which is assumed to be normally distributed with zero mean and covariance matrix Q. The 

observation operator H gives the relation between x and y. The uncertainty is given by v, which 

is also assumed to have zero mean and covariance matrix R. In matrix notation, the 

propagation of the statevector and it’s covariance matrix (P) are given by: 
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Eq. 3.7 

 

 

 

where xa is the statevector at time t=i, after assimilation of the observations. The observations 

are assimilated according to: 

 

 

 

 
Eq. 3.8 

 

where K is called the Kalman gain matrix. 

 

The covariance matrix P is too large to handle, it’s size is the number of elements in the state 

vector squared. For TM5 this amounts to nearly 226 billion elements. To reduce P to something 

more manageable it’s parameterized into a time dependent standard deviation field and a 

constant correlation field. 

We cannot apply the forecast equation for the covariance matrix directly because of two 

problems. First, because you have to add Q, the original parameterization is not conserved and 

P will ‘fill up’. Eventually, P will become too large to handle. Second, errors in the ozone 

chemistry should also be taken into account. Therefore, the Kalman covariance propagation is 

replaced by an approach where we first apply the model’s advection operator to the standard 

deviation field, and then model the error growth. 

In the analysis equations, the number of elements in a ozone profile (40 for OPERA) is 

generally much larger than the degrees of freedom (about 5 to 6). We therefore reduce the 

number of datapoints per profile by taking the singular value decomposition of the AK, and 

transform the profiles accordingly. Since it is too costly to assimilate each OPERA pixel one 

by one, we assimilate a whole track at once. And finally, we use an eigenvalue decomposition 

to calculate the hph+r matrix inverse in the Kalman filter equation. We truncate it at a number 

of eigenvalues representing about 98% of the original trace. 

 

3.3.2.2 Combining different instruments using data assimilation 

Different instrument data can be assimilated at the same time with the current assimilation 

algorithm. Due to computational constraints it is not practical to assimilate all pixels, so a 

selection is made. In the future it will be considered to combine all L2 data in a model grid cell 

into so called 'super obeservations' which can subsequently be assimilated. 

 

Assessment of URD implementation for nadir ozone dataTable 3.5 the assessment is made how 

well the nadir ozone profiles fulfill the requirements as give in Table 7 of the URD (O3_CCI-

URD 2011) . The assessment is done for level 2 (L2, satellite retrievals), level 3 (L3, merged 

monthly mean), and level 4 (L4, assimilated) data sets. The data requirements as given in Table 

8 of the URD will be fulfilled for the nadir ozone profiles, except for the data format of the L2 

profiles, which will be HDF.  

On the other hand the L3 and L4 profiles will be given in netCDF. 

 
Table 3.5: Assessment of the product requirements implementation of nadir-based ozone profiles 
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User Requirements as stated in URD 

Compliance of the 

product with these 

requirements 

Quantity 

Driving 

Research 

topic 

Height range 

L2 and L3 

profiles 

L4 

profiles Tropo-

sphere 
UT/LS 

Middle 

Atmospher

e 

Horizontal 

resolution 

Regional 

differences in 

evolution of 

the ozone layer 

and 

tropospheric 

ozone burden 

(radiative 

forcing); 

Seasonal cycle 

and 

interannual 

variability; 

Short-term 

variability* 

100-200 

km 

100-200 

km 
100-200 km 

This 

requirement is 

only fulfilled 

for the 

satellite 

instruments 

SCIAMACH

Y, OMI, and 

GOME-2. 

GOME has a 

resolution of 

320x 80 km 

Compliant 

Vertical 

resolution 

Height 

dependence of 

evolution of 

the ozone layer 

and the 

tropospheric 

ozone burden 

(radiative 

forcing); 

Seasonal cycle 

and 

interannual 

variability; 

Short-term 

variability* 

6 km – 

Troposph

eric 

column 

3-6 km 3-10 km 

Compliant, 

except maybe 

the UT/LS 

region 

Compliant 

Observatio

n 

frequency 

Evolution of 

the ozone layer 

and the 

tropospheric 

ozone burden 

(radiative 

forcing); 

Seasonal cycle 

and 

interannual 

variability; 

Short-term 

variability* 

3 days 3 days 3 days 

Only for 

GOME, OMI 

and GOME-2. 

The L3 

profiles will 

be presented 

as monthly 

means and per 

definition do 

not fulfill this 

requirement. 

Yes 

Time 

period 

Evolution of 

the ozone layer 

and 

tropospheric 

ozone burden 

(1980-

2010)- 

(1996-

2010) 

(1980-

2010)- 

(1996-

2010) 

(1980-

2010)- 

(1996-2010) 

The period 

1996-2010 is 

covered with 

the European 

Depends 

on the L2 

data 
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(radiative 

forcing) 
satellites. The 

period 1980-

1996 might be 

partly covered 

by adding the 

US satellite 

SBUV 

Accuracy6 

Evolution of 

the ozone layer 

and 

tropospheric 

ozone burden 

(radiative 

forcing) 

10% 8% 
 

8% 

Probably only 

for the middle 

stratosphere 

(TBD) 

Yes 

Accuracy7 

Seasonal cycle 

and 

interannual 

variability; 

Short-term 

variability* 

20% 15% 15% 

Yes Yes 

Stability 

Evolution of 

the ozone layer 

and 

tropospheric 

ozone burden 

(radiative 

forcing); 

trends 

1-3%/ 

decade 

1-3% 

/decade 

1-3%/ 

decade 

Unknown yet Depends 

on the L2 

data 

 

3.4 IASI FORLI Ozone profile retrieval algorithm 

The IASI ozone profile data product is a new product of Ozone_cci Phase-II. It is based on the 

FORLI (Fast Optimal/Operational Retrieval on Layers for IASI) algorithm. FORLI is a line-by-

line radiative transfer model capable of processing in near-real-time the numerous radiance 

measurements made by the high-spatial and high-spectral resolution IASI, with the objective to 

provide global concentration distributions of atmospheric trace gases.  

 

This part describes the methods used for FORLI. Most is extracted from Hurtmans et al. (2012). 

3.4.1 Basic retrieval equations 

For the inversion step, it relies on a scheme based on the widely used Optimal Estimation theory 

(C. Rodgers, Inverse methods for atmospheric sounding: Theory and Practice, Series on 

Atmospheric, Oceanic and Planetary Physics - Vol. 2 2000). 

The forward model equation can be written in a general way as: 

 

 
( ; ) y F x b         

                                                 

 
6 In this context:  the total error of the retrieval. 
7 idem 
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Eq. 3.9 

 

where y  is the measurement vector containing the measured radiance, x  is the state vector 

containing the molecular concentrations to be retrieved, b  represents all the other fixed 

parameters having an impact on the measurement (temperature, pressure, instrumental 

parameters...),    is the measurement noise and F  is the forward radiative transfer function. 

The goal of the inverse problem is to find a state vector x , approximating the true state x , 

which is most consistent with the measurement and with a certain prior knowledge of the 

atmospheric state. Specifically, the measured radiances y  are combined with an a priori state 

ax , and both are weighted by covariance matrices representative of their statistical variations, 

S  and aS  

For a linear problem, the retrieved state, solution of the Optimal Estimation, is given by 
1 1 1 1( ) ( )T T

a a a 

      x x K S K S K S y Kx       Eq. 3.10  

where K  is the Jacobian of the forward model F , the rows of which are the derivatives of the 

spectrum with respect to the retrieved variables.  

3.4.2 Assumptions, grid and sequence of operations 

3.4.2.1 Spectral ranges 

FORLI-O3 v20100815 uses the Level1C radiances disseminated by EumetCast. A subset of the 

spectral range, covering 1025–1075 cm 1 , is used for the O3 retrieval. The spectral range used 

in the forward model is 960-1075 cm-1 and the spectral oversampling is 100. 

3.4.2.2 Vertical grid 

FORLI-O3 uses a vertical altitude grid in km. 

3.4.2.3 Ozone state vector 

The ozone product from FORLI is a profile retrieved on 39 1km-thick layers between surface 

and 39 km, with an extra layer from 39 to TOA. 

The a priori profile xa covariance matrix aS  are constructed from the McPeters/Labow/Logan 

climatology of ozone profiles (McPeters et al., 2007), which combines long term satellite limb 

measurements (from the Stratospheric Aerosol and Gas Experiment II and the Microwave Limb 

Sounder) and measurements from ozone sondes. The a priori profile ax  is the mean of the 

ensemble. Fig. 1 illustrates this a priori information: the a priori profile ax  has values slowly 

increasing from around 25 ppbv at the surface to 100 ppbv at 10km, reaching a maximum of 

7.3 ppmv in the middle stratosphere. The variability (taken hereafter as the square root of the 

variance, i.e. of the diagonal elements of aS ) is below 30% in the boundary layer and the free 

troposphere; it is maximum in the upper troposphere–lower stratosphere, between 10 and 20 

km, where it is of the order of 60%. There is significant correlations between the concentrations 

in the layers 0–10, 10–25 and 25–40 km, but weak correlation between these three (Fig.8). 

3.4.2.4 Other state vector elements 

Besides the ozone profile, surface temperature and the water vapour column are retrieved. 
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3.4.2.5 Measurement covariance matrix 

S is taken diagonal. The value of the noise is wavenumber dependent in the spectral range used 

for the retrieval, varying around 2 x 10-8  W/(cm 2  cm 1 sr). 

 

 

Figure 3.4:  Left: xa (ppmv, blueline) and associated variance (shaded blue) for the FORLI-O3. The 

dashed red line indicates the top altitude of the last retrieved layer. Right: correlations and Sa variance–

covariance matrices in unitless multiplicative factor. (from Hurtmans et al. 2012). 

 

3.4.3 Iterations and convergence 

We assume a moderately non-linear problem, where equation Eq. 3.11 is iteratively repeated 

using a Gauss-Newton method until convergence is achieved. For iteration j  : 

1 1 1 1

1 ( ) [ ( ) ( )].T T

j a j j a j j j a 

   

      x x K S K S K S y F x K x x     Eq. 3.11 

The gain matrix G  is the matrix whose rows are the derivatives of the retrieved state with 

respect to the spectral points. From equation Eq. 3.11, it can be shown that: 
1 1 1 1. ( )T T

a 

    G K S K S K S         Eq. 3.12  

Convergence is achieved when  
2 1

ˆ1 1[ ( ) ( )] ( ) ( )][T

i i i y i id m



    F x F x F x F xS        Eq. 3.13 

where 
1

ˆ
ˆ( )ˆ T

y a

 S S S S SK Kò ò ò  and m  is the degrees of freedom.       

Eq. 3.11 
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3.4.4 Forward model 

3.4.4.1 Atmospheric state input to the RTM 

3.4.4.1.1 L1C radiances 

FORLI-O3 v20100815 uses the Level1C radiances disseminated by EumetCast. A subset of the 

spectral range, covering 1025–1075 cm 1 , is used for the O3 retrieval.  

3.4.4.1.2 Temperature and humidity profiles 

Profiles of temperature and humidity are from the IASI L2 PPF (August et al., 2012). The 

atmospheric temperatures are kept fixed whereas the water profile is used as a priori and further 

adjusted. 

3.4.4.1.3 Surface temperature 

Surface temperatures (land and sea) are from the IASI L2 PPF. Surface temperature is part of 

the parameters to be retrieved. 

3.4.4.1.4 Cloud fraction 

v20100815 uses the cloud fraction from the IASI L2 PPF. All pixels with a cloud fraction equal 

to or lower than 13 % are processed.  

3.4.4.1.5 CO2 profile 

A constant vertical profile at 380 ppm is assumed for CO2. 

3.4.4.1.6 Orography 

Orography is from the GTOPO30 global digital elevation model and is integrated in the entire 

IASI FOV (http://eros.usgs.gov/#/Find_Data/Products_and_Data_Available/gtopo30_info). 

3.4.4.1.7 Emissivity 

A wavenumber-dependent surface emissivity above continental surfaces is used while for ocean 

a single standard emissivity is considered. For continental surfaces it relies on the climatology 

of Zhou et al. (2011). In cases of missing values in the Zhou et al. climatology, the MODIS 

climatology of Wan (2008) is used. It is available on a finer 0.05°   0.05° grid but is restricted 

to only 12 channels in the IASI spectral range. In order to deal with this, the spectrally resolved 

mean emissivity of the Zhou climatology is scaled to match as closely as possible the values in 

these 12 channels and it is this resulting emissivity that is considered. Finally, when there is no 

correspondence between the IASI FOV and either climatologies, then the mean emissivity of 

the Zhou climatology is used. 

3.4.4.1.8 Lookup-tables 

Tabulated absorption cross-sections at various pressures and temperatures are used to speed up 

the radiative transfer calculation. The spectral range for the LUTs used in v20100815 is 960-

1075 cm-1 and the spectral oversampling is 100. The absorption cross-sections are computed on 

a logarithmic grid for pressure from 4.510-5 to 1 atm with a grid step of 0.2 for the logarithm 

of pressure, and on a linear grid for temperature (162.8–322.6 K with a grid step of 5K). Relative 

humidity is also introduced in the LUT, varying linearly between 0 and 100%, by steps of 10%.  

3.4.4.1.9 Spectroscopy 

Line integrated absorption cross section, air broadening, self-broadening, line shifting and 

absorption cross section data are taken from the widely used HITRAN spectroscopic database 

version 2008 (Rothman et al., 2009). Continuum formulations are taken from MT-CKD 

(Clough et al., 2005). 

http://eros.usgs.gov/#/Find_Data/Products_and_Data_Available/gtopo30_info
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3.4.4.2 Radiative Transfer Model (RTM) 

3.4.4.2.1 General formulation 

3.4.4.2.1.1 Ray tracing for upward flux 

The Ray-tracing defines for off-nadir geometries the path s versus the altitude z. This path 

depends on the zenith angle of the beam ( ) as seen from the surface, which, under the 

approximation of a flat atmosphere, is equal to sec( ) . Although the plane-parallel 

approximation could reasonably be applied for IASI at near-nadir, it is not adapted at larger 

viewing angles. The spherical shape of the Earth is explicitly accounted for in FORLI by 

including a local radius of curvature for the Earth R  and the index of refraction of air. The 

elementary path is then written as  

2 2 2 2

( )( )

( )( ) ( )sin( )G

n z z R dz
ds

n z z R R n z 



 




 
                     Eq. 3.14  

where  n z  is the index of refraction of air at altitude z  . The altitude dependency is expressed 

through the variation of temperature, pressure and humidity and is modelled using the Birch 

and Downs formulation (Birch and Downs, 1994). The index of refraction is considered 

constant in the IASI spectral range. In order to calculate the path along the line of sight, Eq. 

3.14 is integrated using a numerical method, as no analytical closed form exists. 

3.4.4.2.1.2 Radiative transfer 

Local thermodynamic equilibrium is assumed. The monochromatic upwelling radiance at TOA 

is then calculated as 

0
( ; , ) ( ; ,0) ( ; ,0, ) ( , , ) ( ; , , )

z

L z L z J z z z dz
z

            
   

 Ω    Eq. 3.15  

where ( ; ,0)L  
 is the radiance at the start of the light path ( i.e. that of the emitting surface) 

at wavenumber   with a ground zenith angle of   , ( ; , , )z z      is the transmittance from 

altitudes z   to z  , and ( , , )J z Ω   is the atmospheric source term which depends on both 

thermal emission and scattering. 

For FORLI, only clear or almost-clear scenes (cloud fraction in the field--of--view (FOV) lower 

than typically 20%; see specific documents for CO, O3 and HNO3 for threshold values) are 

analyzed and the atmosphere is therefore considered as a non-scattering medium. In that case 

J  becomes independent on geometric angle, thus simplifying to the black-body emission 

function  ,B T .  

The transmittance ( ; , , )z z     in equation 3.13 is related to the absorption coefficient   by: 

( , )
( ; , , ) exp ( ; ) ( )

z

j j
z

j

s z
z z z z dz

z


     



 
     

 
      Eq. 3.16  

where j  refers to a given gaseous species, ( )j z    is the molecular density of that species at 

altitude z , and ( , )s z   is the curvilinear path determined by the ray tracing. The absorption 

coefficient  contains absorption features described by single spectral lines; regions affected 

by absorption of heavier species (where cross-sections would need to be used) are avoided. Also 

absorption continua are explicitly considered in the calculation of  . 
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A precise calculation of the Earth's source function  ( ; ,0)L  
  in Eq.3.15 has to be achieved 

to properly model the spectrum recorded at TOA. That term is basically governed by the black-

body emission of the ground surface, modified, however, by the emissivity and reflectivity of 

that surface. Considering a surface of emissivity ( )ò : 

skin

†

0 0( ; ,0) ( ) ( ) (1 ( )) ( ) ( ) ( )L B T L L             åò ò                   Eq. 3.17   

where skin( )B T is the ground black-body Planck function at the ground temperature skinT  ; 

2 /2
†

0 0
0 0

1
( ) ( ; )sin( )cos( ) L d d L

 

      


           Eq. 3.18   

is the mean radiance associated to the total downward flux reaching the surface, integrated upon 

all the geometries considering a Lambertian surface; 0( ) ( )L  å
  is the fraction of sun light 

that is retro-reflected in the direction of the sounding beam, which depends on the sun azimuthal 

angle and the surface effective reflectivity ( )  . In FORLI both contribution from Lambertian 

and specular reflections are explicitly taken into account, following: 
5

0( ) ((1 ( )) )6.7995 10glint        ò       Eq. 3.19 

With       

0

cos








å

          Eq. 3.20 

cos cos

2[1 sin sin cos( ) cos cos ]
glint

 


     




  

å

å å å

     Eq. 3.21 

where   ,  å  ,    and 
å

 are the sun and satellite zenith and azimuth angles respectively, 

and where   in equation 3.19 is the effective reflectivity for specular reflection; the last factor 

on the right hand side of that equation is the sun solid angle. Note that 0 ( )L å
  in equation 3.17 

is modelled by a Planck blackbody function at 5700 K, without including spectral lines. 

3.4.4.2.2 Numerical approximations 

In order to perform the radiative transfer calculation, a discretized layered atmosphere has to be 

considered. Typically, a 1 km-layered atmosphere is assumed. The convention adopted here is 

to label the levels from 0  to N  for altitudes starting from ground to the TOA, with an 

atmospheric layer bounded by two levels. The layer index is then ranging from 1 to N . For 

each layer, average parameters ( . .e g , , )i iT P   are computed. 

3.4.4.2.2.1 Ray tracing 

Equation 3.12 is integrated for each layer using a Gauss-Kronrod quadrature scheme. For each 

layer, the partial column of each molecule j  is also computed using 

1

,

( )
( )

i

i

z

i j j
z

ds z
PC z dz

dz




          Eq. 3.22  

where ( )j z  is the molecular density (in molecule/cm 3 ). 

 

3.4.4.2.2.2 Radiative transfer 
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Assuming clear sky, equation 3.15 is discretized using a recursive representation evaluated 

successively for each layer 1i N  : 

1( )i i i i iL B L B  

            Eq. 3.23  

where iB  is the average constant Planck function for layer i  computed at the average 

temperature iT   of that layer and 1( ; , )i i iz z     is the effective transmittance of that layer. 

0L
 is evaluated using successively two recursions similar to equation 3.17, the first being to 

approximate the downward flux 
†

0 ( )L 
. The evaluation of this equivalent downward flux 

integral in equation 3.18 is simplified by computing an effective downward radiance with an 

zenith angle of 53.5
, which approximates the integral within a few percent for 0.9%  (Elsasser, 

1942; Turner, 2004). Accordingly, the computational cost gain is made at a minor error cost in 

most situations. 

Effective transmittances are computed for each layer using a formulation close to the analytical 

form equation 3.17, but using the average parameters: 

, ,exp ( ; , )i i j j l i i

j l

PC T P  
 

  
 
         Eq. 3.24  

where i  refers to the layer; j , to the molecular species; and l , to the spectral line when 

relevant. For water vapour, the water concentration enters in the line shapes definition, and we 

should rigorously write , ,( ; , ,VMR )j l i i j iT P  . 

A special feature of FORLI is to work with unit less multiplying factors ,i jM instead of the 

partial columns ,i jPC themselves. The multiplying factors are calculated with respect to the a 

priori profiles, except for water vapour for which the level 2 first guess retrieved at 

EUMETSAT CAF (August et al., 2012) is used instead. Therefore equation 3.24 becomes: 

, , , , ,

fitted fixed

exp ( ; , ) ( ; , )i i j i j j l i i i j j l i i

j l j l

M PC T P PC T P    
 

 
   

 
       Eq. 3.25  

where the sum runs over the fitted molecules and the j --fixed molecules. 

 

The total state vector ends up to be all the multiplying factors ,i jM  and all the non-molecular 

parameters (ground temperature skinT , emissivity or spectral/radiometric calibration 

parameters) that have to be adjusted. Specifically in FORLI, only ,i jM  (the trace gas profile and 

the water vapour column) and skinT  are retrieved. 

3.4.5 Error description 

The fitted variance-covariance matrix Ŝ , representing the total statistical error after the 

retrieval, is written: 
1 1 1ˆ ( ) .T

a

   S K S K S          Eq. 3.26 
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It includes the contribution from the smoothing error and the measurement error, which can be 

decomposed according to Rodgers (2000). 

 

 

 

 

Averaging kernels are calculated as: 

  

A GK         Eq.3.27 

   

where 
1 1 1 1. ( )T T

a 

    G K S K S K S        Eq. 3.28 

Typical averaging kernels are represented in Figure 9. 

3.4.6 Output product description 

3.4.6.1 Formats 

The FORLI-O3 retrieval results will be delivered in NetCDF. 

3.4.6.2 Ozone profile and characterization 

The ozone product from FORLI is a profile retrieved on 39 layers between surface and 39 km, 

with an extra layer from 39 to TOA. It is provided along with averaging kernels and relative 

total error profile, on the same vertical grid. 

3.4.7 Retrievals and Quality flags 

Quality input flags: 

-Missing T, Q, Cloud input values 

-Negative surface altitudes 

-Unrealistic skin temperature  

Quality processing flags: 

-Overall Convergence was reached (indicates successful retrieval) 

-Convergence not reached after maximum number of iterations 

-Too high values for Chi Square 

-No retrieval done! (due to incorrect inputs or other reasons). 

-Residuals “biased” or “sloped” or large RMS values 

-Fit diverged 

-Unrealistic averaging kernels 

-Total error covariance matrix ill conditioned 
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Figure 3.5: Example of averaging kernels for FORLI-O3 retrievals. 

4 Limb profile ECV retrieval algorithms 

4.1 MIPAS IMK-Scientific (KIT) 

The MIPAS retrieval baseline has been selected in a Round-Robin exercise (Laeng et al., 2014). 

It is based on the IMK/IAA algorithm. The IMK/IAA Scientific Processor design description 

figures in more than 50 peer-reviewed publications. More details about description below can 

be found in (von Clarmann, Glatthor, et al. 2003), (von Clarmann, Hoepfner, et al. 2009) and 

(Glatthor, et al. 2006). 

4.1.1 Basic Retrieval Equations 

In the retrievals performed with the IMK-IAA data processor, MIPAS level-1B spectra are 

inverted to vertical profiles of atmospheric state parameters.  

After linearization of the radiative transfer problem and after writing the solution into the 

context of Newtonian iteration in order to take nonlinearity into account, the estimation of state 

parameters is performed iteratively as following: 

Eq. 4.1  

 

The retrieval is performed by constrained non-linear least squares fitting of modelled to 

measured spectra (C. D. Rodgers 2000) by minimising the objective function 

            Eq. 4.2  

Here: 
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 xi  is the nmax-dimensional vector of unknown parameters estimated on i-th iteration  

 y and f(xi) are the measured and the modelled spectral radiances,  

 Ki is the mmax x nmax Jacobian, containing the partial derivatives of all mmax simulated 

measurements y under consideration with respect to all unknown parameters x 

 Ki
T denotes the transposed matrix Ki,  

 Sy is mmax x mmax covariance matrix of measurement noise,  

 R is nmax x nmax regularization matrix (see Section 4.1.5) 

 xa is the related a priori information (see Section 4.1.5) 

 ymeas is the mmax-dimensional vector of measurements under consideration,  

 λI  is nmax x nmax Levenberg-Marquardt term (see Section 4.1.6) 

 

4.1.2 Diagnostics 

IMK-IAA MIPAS results are characterized by error estimates, as well as vertical and horizontal 

averaging kernels. The latter two are used to estimate the spatial resolution of the retrievals. 

 

The gain function is calculated as follows: 

               Eq. 4.3  

 

The covariance matrices of the state vector and of the measurement are linked by 

 

                  Eq. 4.4  

 

The averaging kernel matrix, reflecting the sensitivity of the retrieved profile to the change of 

state parameters is 

              Eq. 4.5  

 

In addition, the horizontal smoothing information is calculated for sample cases on the basis 

of the 2-dimensional averaging kernel A2D=GK2D where K is the 2-dimensional Jacobian. 

The random error covariance matrix Srandom of the retrieved quantity x is calculated as 

          Eq. 4.6  
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and the linear mapping Δxj of the uncertainty Δbj of parameter bj is 

            Eq. 4.7  

 

Two additional criteria are usually applied to the retrieved data in order to evaluate the quality 

of the profile:  

1) results where the diagonal value of averaging kernel is less (in absolute value) than 0.03 

are considered non-trustful. 

2) results related to parts of the atmosphere non-sensed by MIPAS (i.e. below the 

lowermost used tangent altitude) are considered non-trustful. 

 

4.1.3 Assumptions, grid and discretization 

IMK/IAA Scientific Processor retrieves the stratospheric Ozone Profiles from 

MIPAS/ENVISAT limb emission spectra. The retrieval strategy is based on constrained inverse 

modelling of limb radiances. In stratospheric/tropospheric retrievals, local thermodynamic 

equilibrium (LTE) is assumed. 

 

The retrieval is performed on a discrete altitude grid (1-km grid width from 4–44 km altitude, 

2-km gridwidth from 44–70 km, 5-km gridwidth from 70–120 km, with some additional levels 

for temperature and H2O). This grid is a compromise between accuracy and efficiency and has 

been developed during numerous test retrievals. The retrieval quantity is ozone volume mixing 

ratio (vmr).  Ozone mixing ratio is assumed horizontally homogenous, while temperature is 

assumed not to be so. Considering the horizontal temperature gradients generally diminish the 

total error of the retrieval, by reducing the number of convergence failures, particularly near the 

polar vortex boundary. 

4.1.4 Sequence of operations 

The processor is designed so that the major contributors to the infrared spectrum are the first 

to be retrieved, before the gases with tiny spectral features. 

 

First, the spectral shift of the measurements is determined. Then, temperatures and altitude 

pointing information (i.e. the elevation angle of the line of sight of the instrument) are jointly 

retrieved. The sequence of retrieval operations is: H2O, O3 and then other trace gases. As a 

general rule, results of preceding steps are used as input for the subsequent retrieval steps, i.e. 

the H2O retrieval uses retrieved temperatures and pointing information, and the subsequent O3 

retrieval uses retrieved H2O abundances, etc.  Beside each target species, microwindow-

dependent continuum radiation profiles and microwindow-dependent, but height-independent 

zero level calibration corrections are jointly fitted. H2O is retrieved in the log domain. 
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4.1.5 Regularization 

The IMK-IAA processor performs regularized retrievals on an altitude grid (spacing of 1 km 

up to 44 km and of 2 km between 44 and 70 km), which is finer than the spacing of MIPAS 

tangent altitudes which is 3-km for reduced resolution measurements. This implies that stable 

solutions can only be obtained by regularization. The processor uses a smoothing constraint, 

which operates by weighted minimization of the squared first order finite differences of adjacent 

profile values, using a Tikhonov (1963) formalism. The intent of this choice is to make the 

resulting profiles less dependent on the a priori profiles.  

The first order difference operator L1 applied to profile is looks like 

 
 

To run the least square method, we extend the cost function by component of 

 
The goal is to minimize the cost function 

             Eq. 4.8  

 

which is achieved when  

             Eq. 4.9  

 

The regularization term in the IMK/IAA MIPAS retrieval thus is 

R = γLT
1L . 

As a priori in ozone processing we use xa=0, which means that the retrieved profile can be seen 

as a smoothed version of the true profile.   

 

All trace gases are regularized against an altitude-constant a priori profile. Its actual value is 

meaningless, since in this case the smoothing regularization applied affects only the shape of 

the profile and not the actual values. The altitude-constant choice of the a priori profile avoids 

artefacts when the altitude of a stratospheric peak or a sharp bend near the tropopause is located 

at a different altitude in the a priori data compared to the true atmosphere. This approach implies 

that the resulting profile is, apart from deviations due to measurement, parameter or model 

errors, a smoothed version of the true profile without bias or further distortion. The only 

variables regularized by maximum a posteriori approach are the elevation of the lines of sight 

(von Clarmann, Glatthor, et al. 2003) and the horizontal temperature gradients. The latter (but 
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not the temperatures themselves!) are constrained with a zero order ECMWF Tikhonov-type 

regularization towards data, which is equivalent to a maximum a posteriori formalism (C. D. 

Rodgers 2000) with a diagonal ad hoc a priori covariance matrix. The latter was set such that 

for high altitudes, where ECMWF analysis data are thought to be less reliable, the information 

on the horizontal temperature gradients is extracted mainly from the measurements, while for 

lower altitudes, where a single limb scan contains little information on the horizontal 

temperature distribution but where ECMWF analyses are more reliable, the retrieval is strongly 

constrained towards the a priori. 

4.1.6 Iterations and convergence 

The minimization of the cost function is done with Newtonian iteration scheme where the 

Jacobian Ki and modelled spectra f(xi) are updated within each iteration i. In order to avoid 

divergence due to (xi+1 - xi) being so large that the region where the linearization of f(x) is valid 

is left, the Levenberg-Marquardt method is used (Levenberg 1944), (Marquardt 1963). Namely, 

the optional term λI (tuning scalar times unity) damps the step width (xi+1 - xi), bends its 

direction toward the direction of the steepest descent of the cost function in the parameter space 

and prevents a single iteration from causing a jump of parameters x beyond the linear domain 

around the current guess xi (Levenberg-Marquardt scheme). Usually λ is set to zero and the 

Levenberg-Marquardt term is activated only if otherwise the retrieval tends to diverge. 

 

The iteration is considered converged if each of the following criteria is fullfilled: 

1. Linearity: spectral convergence is achieved in two subsequent iterations according to 

the criterion below: 

              Eq. 4.10 

 

with two different thresholds εlinear in two subsequent iterations must hold for all y 

2. Parameter convergence:  

for all n, |xn,i- xn,i-1 | < εconverged 

3. Penalty function convergence:  

χi
2 < 1.02 * χi-1

2 

4. Levenberg-Marquardt term is desactivated: 

λ=0 

4.1.6.1 Microwindows 

 

Microwindows are narrow spectral intervals suited for retrieval of temperature or species 

abundances profiles. Their optimal boundaries are found by minimization of the estimated total 

error (von Clarmann, T; Echle, G. 1998) The altitude-dependent selection of microwindows is 

stored in so-called occupation matrices (OMs). Starting from a set of automatically generated 
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microwindows (Echle, et al. 2000) the microwindow selection used here was modified in order 

to better remove impact of non-LTE which might have been underestimated in the initial 

microwindow selection, reduce the impact of further interfering species not yet considered then, 

and avoid spectral lines whose spectroscopic data prove inconsistent with those of the majority 

of lines.  

 
Table 4.1:  Microwindows for MIPAS IMK/IAA ozone retrieval. 

 
 

4.1.6.2 Error budget 

 

This section is based on (Steck 2007).  

 
Figure 4.1: Estimated ozone error budget of MIPAS averaged over selected locations (4 seasons, 5 latitude 

bands, night and day). Left: absolute, right: percentage errors. 

 

Error! Reference source not found.  shows the MIPAS ozone error budget averaged over 

selected locations (4 seasons, 5 latitude bands, night and day). The estimated total random error 

(Error! Reference source not found., right, solid black) varies between 4 and 7% between 20 

and 52 km corresponding to values in volume mixing ratios (Error! Reference source not 
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found.10, left, solid black) of 0.15 parts per million by volume (ppmv) and 0.35 ppmv in this 

altitude region. The percentage errors are slightly increasing towards 60 km (12%) and down 

to 15 km (10%). Below 15 km the percentage errors are rapidly increasing to values in the order 

of 25% for polar and midlatitude conditions or more than 50% for tropical conditions, where 

the vmr is small. The error in vmr remains below 0.1 ppmv. The estimated random error is 

dominated by the instrumental noise above 14 km (Error! Reference source not found.10, 

left, solid blue). Below 14 km, the error due to uncertain water vapor concentration becomes 

dominant (Error! Reference source not found., left, solid beige). The reason for that is the 

exponentially increasing water vapor with decreasing altitude which leads to a dominant water 

vapor signal in MIPAS spectra. These strong water vapor lines are slightly interfering with 

ozone lines leading to a dependence of the retrieved ozone on the pre-retrieved water vapor 

amount. Also errors due to uncertain gain calibration, N2O5, line-of-sight (LOS) pointing, and 

temperature contribute noticeably. The estimated total systematic error (Error! Reference 

source not found., right, dashed black) is mainly between 4 and 14% (corresponding to 0.1 and 

0.8 ppmv, Error! Reference source not found., left, dashed black) with maxima near the 

ozone maximum and in the lowermost stratosphere and below. 

The error is dominated by uncertainties in spectroscopic data (Error! Reference source not 

found.10, right, dashed blue). The altitude-dependence of errors due to spectroscopic data is 

due to the fact that the microwindows used in the retrieval are varying with altitude. Errors 

caused by uncertainties in the ILS (instrumental line shape) are in the order of 1 to 4% and thus 

nearly negligible compared to spectroscopic uncertainties. 

4.2 SCIAMACHY IUP V3.5 (IUP Bremen) 

4.2.1 IUP SCIATRAN Retrieval 

The IUP-scientific retrieval processor is based on the software package SCIATRAN 

Version 3.1 (Rozanov, et al. 2002) (Rozanov, et al. 2014). The ozone profile retrieval is done 

using the Optimal Estimation (OE) approach (C. D. Rodgers, Inverse Methods for Atmospheric 

Sounding: Theory and Practice 2000) with first order Tikhonov constraints. The following 

equation has to be solved by this method: 

 
 ŷ=K̂x+ε                  Eq. 4.11 

 

where ŷ is defined as follows: 

 
 ŷ= y-y0                  Eq. 4.12  

 

and is the difference between the logarithms of measured and simulated retrieval vectors, which 

are determined from the limb-radiance profiles as described in section 4.1. The linearization is 

achieved by forward model operator K where the weighting functions are the elements of the 

matrix K. The state vector ̂x is the difference between the a priori and retrieved vertical 

distributions of ozone concentration: 

 

 x'=x-x0                  Eq. 4.13  

 

with the errors denoted as ε. The calculation is done in terms of Eq. 4.11 in the retrieval. The 

unknown parameter or profile x can be retrieved using the OE method of inversion:  
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 x=x0+SKTSy
-1(y-y0)               Eq. 4.14  

 

where S is the solution covariance matrix and Sy is the noise covariance matrix. The solution 

covariance matrix can be calculated as follows: 

 

 S=(KTSy
−1K+Sa

−1)−1
                            Eq. 4.15  

 

where Sa is the a priori covariance matrix. The theoretical precision of the retrieval is then 

defined as the square root of the diagonal elements of the matrix S. The vertical resolution of 

the retrieved profiles can be quantified using the FWHM of the averaging kernels, i.e. columns 

of the averaging kernel matrix A. A is given by the following expression: 

 

 A=SKTSy
−1K                Eq. 4.16  

 

By using the equations (4.11), (4.12) and (4.16) we can simplify equation (4.14) into the 

following:  
 

 xret=A⋅xtrue+(E-A)x0+AK−1ε                Eq. 4.17  

 

From this equation it is trivial to see that the retrieval vector equals the true profile if the 

averaging kernel matrix A equals the identity matrix E with zero noise ε=0.  An example of 

averaging kernels for SCIAMACHY is plotted in Figure 11 a with corresponding FWHM of 

AKs (Error! Reference source not found.) for averaging kernels between 14−48 km. 

 

 
Figure 4.2: Example of SCIAMACHY O3 

 Averaging Kernels.  

 
Figure 4.3: SCIAMACHY  FWHMs for the altitude 

range of 14 - 48 km. 

 

 

4.2.2 Discrete Wavelength Method in V2.X 

In order to retrieve ozone concentration profiles from limb scatter observations the discrete 

wavelength method has been used (Flittner, Bhartia und Herman 2000) (von Savigny, et al. 

2005) (Sonkaew, et al. 2009). In the first step the normalized limb radiance profiles IN(λ,TH) are 

calculated for each wavelength, by dividing the limb radiances at tangent height TH by the limb 

radiance at a reference tangent height THref (See Table 11). For the Chappuis band normalized 

radiance profiles at three different wavelengths are selected and combined. The three 
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wavelengths are: (λ1λ2λ3)= (525 nm, 590 nm, 675 nm). These wavelengths are combined to the 

Chappuis retrieval vector yc as follows: 

 

 yc=ln[ I(λ2,TH)/Square Root (I(λ1,TH) I(λ3,TH)]            Eq. 4.18  

 

In addition to the Chappuis wavelengths the normalized limb radiance profiles at 8 UV 

wavelengths are used in the retrieval. Table  shows the wavelengths, tangent height entries and 

the assumed signal-to-noise-ratios (SNR). The tangent height entries (18-24) correspond to 50-

70 km for the 264 nm and 8-40 km (5-15) for the 675 nm wavelength in 3 km steps respectively.  

  

Table 11: The wavelengths used with corresponding lowest THlow and reference THref tangent height 

entries and SNR. 

 

 

 

 

The final measurement retrieval vector y contains the natural logarithms of the 

normalized UV limb radiance profiles as well as the Chappuis retrieval vector. The cloud optical 

thickness and cloud extinction coefficient have the strongest effect on the retrieved ozone 

profiles (Sonkaew et al., 2009). The retrieval is rather insensitive to changes in cloud water 

droplets size, solar azimuth angle (SAA), cloud geometrical thickness and cloud top height for 

constant cloud optical thickness. 

The following changes of the IUP Bremen Limb Ozone (STRATOZONE for version 

2.1) as reported (Mieruch, et al. 2012) have been implemented: 

 

 Version 2.2:  add Albedo data base (Matthews 1983) 

 Version 2.3: use ECSTRA Aerosol data base has been added (Fussen und Bingen 1999) 

 Version 2.4: Level 1 V 7.03-7.04 scia data instead of Level 1 V 6.03  

 Version 2.5:  Four State (horizontally)/Limb measurements, instead of an average over 

all states 

 Version 2.9: Level 1 V7.04 consolidation grade W 

4.2.3 Polynomial Approach in V 3.X 

A new algorithm has been developed for limb measurements in order to solve issues, mainly to 

address the drift, bias, and insufficient quality of ozone in the UTLS region, present in the limb 

ozone V2.9. 

 

The new approach is using the spectral information from Hartley, Huggins and short-wave wing 

of the Chappuis band. 

 

The spectral information used to establish the measurement vector is dependent on the altitude 

of interest. For example, at the altitudes level of 61 and 58 km, the spectral interval of 264 – 

273.8 nm has been used by excluding the two windows of 265 – 266.5 nm and 267.5 – 272.5 

nm, with no polynomial subtraction 

 

λ [nm] 264 267.5 273.5 283 286 288 290 305 525 590 675 

 THlow 18 18 18 16 16 16 16 13 5 5 5 

THref 24 24 24 23 22 22 21 19 15 15 15 

SNR 15 15 15 30 30 30 30 50 140 140 140 
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This stepwise selection of the spectral intervals is proceeded to build up the total measurement 

vector from which the different altitudes of the ozone profile is then retrieved. An overview of 

the spectral intervals of the logarithm of the normalized radiances with k-th order of 

polynomials subtraction, normalization scheme, and retrieved albedo is shown in Table 12. 

 

 

Table 12: Retrieval scheme for different spectral intervals, by using the polynomial approach in 

SCIAMACHY IUP V3.5. 

 

Altitudes 

[km] 

TH_ref. 

[km] 

Spectral 

interval 

[nm] 

Excluded 

interval 

[nm] 

Kth-Order 

of 

Polynomial 

Normalization Albedo 

58 – 61 68 264 – 

273.8 

265-266.5 

& 267.5-

272.5 

- Tangent 

Height 

- 

51 - 55 64 276.5 – 

284 

278 – 282.5 0th Tangent 

Height 

- 

38 - 55 58 289 – 

309.5 

- 0th Tangent 

Height  

- 

32 - 38 - 325.5 - 331 - 1st Solar  Surface 

9 -  32 - 495 - 576  2nd Solar Surface 

       

 

The retrieved ozone concentrations are retrieved at measurement tangent heights, with the 

surface albedo in the UV and visible range along with auxiliary parameters of NO2 number 

densities at measurement tangent heights, and O4 total column. Clouds and strongly increased 

aerosol in the field of view, by using the SCODA algorithm (Eichmann et al., 2016), can be 

detected. Measurements at these tangent heights, and below, are rejected. 

 

4.2.4 Iterative approach 

An iterative approach is applied to account for the non-linearity of the inverse problem. The 

iteration is stopped when the convergence criterion is reached. A Gauss-Newton iterative 

scheme is used to find a solution (C. D. Rodgers, Inverse Methods for Atmospheric Sounding: 

Theory and Practice 2000): 

 

 xi+1=x0+SKi
TSy

−1(y-yi+Ki(xi-x0))              Eq. 4.19  

 

The iterative process, which is limited to a maximum of 40 steps, is stopped after one 

of the following convergence criteria is reached. The first criterion is that the relative change of 

the root mean square (RMS) of the fit residual RMSi+1/RMSi-1 is lower than 10−4. The second 

criterion is the relative change of the retrieved parameters with a threshold of 0.01, which is 

defined as the maximum change in the number densities between 10 km and 40 km. A spectral 

point is considered as an outlier if the remaining residual is larger than six times the RMS. 
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4.2.5 Regularization 

For the regularization procedure two covariance matrices are important: the measurement 

covariance matrix Sy and the a priori covariance matrix Sa. The values for the elements of the a 

priori covariance matrix are set as relative variances. The diagonal elements of the measurement 

covariance matrix are determined as 1/SNR2. The diagonal elements of the a priori covariance 

matrix, Sa, are defined as variances with typical values of 1 – 10. The pre-defined SNR for the 

eleven wavelength segments are used (see Table 11) for all altitudes. The off-diagonal elements 

of the a priori covariance matrix are defined as follows: 

 

 Sa
i,j=σ2⋅e

− |zi−zj|/rc
                Eq. 4.20 

 

where σ is the variance, zi and zj are the altitudes corresponding to the element (i,j) of the 

covariance matrix, and rc≈ 1.5 km is the correlation radius. The smoothing of the retrieved 

profiles is done by applying the Tikhonov regularization scheme. 

The Tikhonov matrix is added to the a priori covariance matrix Sa and the new solution 

covariance matrix S* is then calculated as follows: 

 

 S*= (KT Sy
-1K   + Sa

-1 +St
TSt)

-1                  Eq. 4.21 

where St is a first order derivative matrix weighted by an appropriate Tikhonov parameter which 

linearly increases with altitude from 3 at 7 km to 9 at 75 km. 

 

4.2.6 Auxilliary Data 

The temperature and pressure profiles for the location, date and time at each limb measurement 

are taken from the ECMWF operational data base (ECMWF). The ground albedo distribution 

is extracted from the seasonal albedo data base (Matthews 1983). High precision integrated 

Albedo data of resolution of 1°×1° are available for different seasons. 

The aerosol extinction profile has been taken from the ECSTRA (Extinction Coefficient 

for STRatospheric Aerosol) model which depends on altitude, latitude and wavelength 

parameters and can be used as input in the retrieval procedure (Fussen und Bingen 1999). This 

empirical model of aerosol extinction profiles is based on SAGE II solar occultation 

measurements. 

4.2.7 Error Characterization 

A detailed account of the error budget for V 2.9 can be found in (Rahpoe, et al. 2013).  A full 

error budget estimation of V3.5 is not available yet, and has to be characterized in the near 

future. The random error (ex-ante) for the V3.5 ozone is in the range of 2-5 %.  

 

 

4.3 GOMOS ESA IPF v6 and ALGOM2S v1.0 (FMI) 

The GOMOS (Global Ozone Monitoring by Occultation of Stars) instrument UV-VIS-IR 

spectrometers for monitoring of ozone and other trace gases in the atmosphere (Bertaux, et al. 

2010; Kyrölä et al., 2010). Ozone is retrieved from UV-VIS measurements. The night-time 
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measurements will be used in the Ozone-CCI project. The GOMOS IPF v.6 processing is 

described in detail in  (Kyrölä et al., 2010); the new feature of v.6 processing (compared to the 

previous versions), the “full-covariance-matrix” inversion, is presented in (Sofieva et al., 2010). 

Below we present the brief summary of GOMOS retrieval algorithm and data characterization. 

4.3.1 GOMOS retrieval strategy 

The GOMOS processing starts with various instrumental corrections, which are described in 

detail in (Kyrölä et al., 2010). First, the mean dark current is subtracted from the recorded 

spectra obsS . Second, the reference star spectrum is averaged from sufficiently many 

measurements above the atmosphere, thus giving an accurate estimate of the star spectrum Sstar. 

Then the spectrum observed through the atmosphere is divided by the reference spectrum, 

yielding the atmospheric transmission function: 

 
obs

atm

star

S
T

S
 .                Eq. 4.23

  

The component due to refractive effects is estimated and removed from the transmission data: 

 
atm

ext

ref

T
T

T
 .                                         Eq. 4.24

  

The component  refT  includes  estimates of  both regular refractive effects (refractive 

attenuation, or dilution) and  scintillations (Dalaudier et al., 2001), (Sofieva et al., 2009). The 

transmission spectra extT  provide the basis for retrieval of atmospheric constituent densities. 

The collection of transmission spectra at different tangent altitudes constitutes the GOMOS 

measurements written in matrix form as Y. The transmission spectra can be modelled by using 

the well-known Lambert-Beer law: 

  

 ext ,T e                   Eq. 4.25

  

 where the optical depth    is given by: 

 

 ( ) ( ,T( ( ))) ( ( )) .j j

j

r s r s ds                     Eq. 4.26

  

Here the j ’s are constituent densities depending on the position r  and the j ’s are the 

temperature-dependent absorption or scattering cross sections ( being wavelength). The 

integration is performed along the optical path joining the instrument and the source. 

Ozone, NO2, NO3 and aerosol optical depth are retrieved from the UV-VIS spectrometer 

measurements. Since aerosol extinction spectrum is not known a priori, a second-degree 

polynomial model is used for the description of the aerosol extinction. The aerosol number 

density and two parameters that determine the wavelength dependence of aerosol extinction 

spectra are retrieved from GOMOS data. Due to non-orthogonality of cross-sections of 

Rayleigh scattering by air with the considered polynomial model of aerosol extinction, the air 
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density is not retrieved from UV-VIS measurements by GOMOS. It is taken from ECMWF 

analysis data corresponding to occultation locations. 

 The GOMOS inversion from UV-VIS spectral measurements is split into two steps 

(Kyrölä et al., 1993; Kyrölä et al., 2010). First, atmospheric transmission spectra are inverted 

into horizontal column densities N for gases and optical thickness for aerosols, for every ray 

perigee (tangent) altitude h (spectral inversion). Then, for every constituent, the collection of 

the horizontal column densities at successive tangent heights is inverted to vertical density 

profiles (vertical inversion).  The use of the effective cross sections (Sihvola, 1994; Kyrölä et 

al., 2010) allows the separation of the inversion problem into two parts. The two parts are, 

however, coupled together by the unknown effective cross sections. In order to take into account 

the coupling effect, the processing makes use of an iterative loop over spectral and vertical 

inversions. 

4.3.2 Spectral inversion 

The GOMOS spectral inversion problem can be written in the form: 

 

 exp( )ext   ΣT N ε ,                Eq. 4.27

  

where extT  are measured transmittances after the correction of refractive effects at altitude h (

extT  are the columns of the measurements matrix Y), N are horizontal column densities at this 

altitude,   is the matrix of effective cross-sections, and ε  represents the error term (noise and 

modeling errors).  The spectral inversion is performed for each tangent altitude separately (i.e., 

independently of other tangent altitudes). It relies on the standard maximum likelihood method, 

which is equivalent to minimization of the 2 statistics under the assumption of a Gaussian 

distribution of the measurement errors: 

    2 1( ) ( )
T

ext mod ext mod   CT T N T T N ,             Eq. 4.28

  

where Text is a vector of observed transmission spectra, Tmod is a vector of modeled 

transmittances, and C is the covariance matrix of transmission errors. The minimization of 2 

is performed using the Levenberg-Marquardt algorithm (Press, 1992), which provides both 

horizontal column densities N and a covariance matrix of their uncertainties NC . In 2 

presentation, the covariance matrix of the transmission errors C is presented as a sum of two 

matrices: 

 

 noise mod C C C ,                 Eq. 4.29

  

where the diagonal matrix Cnoise corresponds to the measurement noise and Cmod corresponds 

to the modeling error. The incomplete scintillation correction is the dominating source of 

modeling errors in the stratosphere. The scintillation correction errors are not correlated at 

different tangent altitudes, thus allowing the splitting of C into Cnoise and Cmod. They result in 

wavelength-dependent perturbations in the transmission spectra, therefore Cmod is essentially 

non-diagonal, its parameterization is presented in (Sofieva et al., 2009). The efficient numerical 

solution of the problem to minimize the 2 with the modelling error included is presented in 

(Sofieva et al., 2010). It has been shown that the normalized 2-values are close to unity (Sofieva 
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et al.,  2010). This ensures that the applied parameterization of scintillation correction errors 

adequately describes the main source of modeling errors for altitudes ~20-50 km. At the same 

time, this allows us to expect that the uncertainties of retrieved profiles are characterized 

properly. 

4.3.3 Vertical inversion 

The vertical inversion aims to determine a vertical profile ( )x z  that fulfils the equation: 

 

 ( ) ( ( ))N z x z s ds  ,                Eq. 4.30

  

where N is any of the horizontal column densities inverted in the spectral inversion and the 

integration is performed along the ray path. The problem is discretized by dividing the 

atmosphere into layers (the number of layers is set equal to the number of measurements in the 

occultation processed) and assuming the local densities to be linear functions of altitude 

between two successive GOMOS measurements. The vertical inversion in the matrix form can 

be written as 

 

 N N Kx ε ,                 Eq. 4.31

  

where K is  the forward model (kernel) matrix, N is a vector of  measurements (horizontal 

column densities), x is a vector of unknowns (profile) and N is a vector of horizontal column 

densities uncertainties. The vertical inversion is stabilized by Tikhonov-type regularization 

according to the target resolution (Sofieva et al., 2004; Tamminen et al., 2004; Kyrölä, 

Tamminen, et al. 2010), which makes the vertical resolution practically independent of angles 

between the orbital plane and the direction to the star.  

The target-resolution Tikhonov solution of N N Kx ε  is given by: 

 

 
1ˆ ( )T T T  x K K H H K N ,              Eq. 4.32  

 

where the regularization matrix H is: 

 

 
2

0 0 0 ... 0

1 2 1 ... 0
1

diag ... ... ... ... ...

... ... 1 2 1

0 0 0 ... 0

ih

 
 


  
   
  

 
  

H .             Eq. 4.33

  

Here 
2

1

ih

 
 
 

 is shorthand to dividing all matrix elements by the square of the local altitude 

difference. The regularization parameter  has been selected in such a way that the retrieved 

profiles have the desired target resolution. For ozone, the target resolution is 2 km below 30 km 

and 3 km above 40 km (with smooth transition between 30 and 40 km). 
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Since the vertical inversion is linear, the uncertainty of the retrieved profile x̂  is estimated 

through the standard error propagation.  

4.3.4 GOMOS Level 2 ozone profiles and their characterization 

The Level 2 GOMOS files provide ozone number density profiles on tangent-altitude grid. 

This grid depends of obliquity of occultation: the larger obliquity, the denser grid. The actual 

vertical resolution of GOMOS ozone profiles is the same in all occultations: 2 km below 30 km 

and 3 km above 40 km. Exemplary averaging kernels are shown in Figure 4.4. Difficulties in 

retrievals (absence of convergence etc) are indicated by flags (zero when the data are valid).  

The quality of the retrievals is indicated also by the normalized 2-statistics  and residuals 

written  in the „Residual extinction“ products. 

. 

 
Figure 4.4: Examples of averaging kernels for ozone. The averaging kernels peak at the altitude they 

correspond (given in the figure in km). Note that only every 5th averaging kernel is plotted. 

4.3.5 Error characterization 

The error estimates (square roots of the diagonal elements of the covariance matrix) are 

provided in the Level 2 files and the part of the covariance matrix (7 off-diagonal elements). 

The covariance matrix of retrieved profiles uncertainties is obtained via Gaussian error 

propagation through the GOMOS inversion (see (Tamminen et al., 2010) for details). As 

indicated above, both noise and the dominating random modelling error are taken into account 

on GOMOS inversion. Thus, error estimates provided in Level 2 files, represent the total 

precision estimates. The precision of GOMOS ozone profiles depends on stellar brightness, 

spectral class and obliquity of occultation. Typical values of ozone precision values based on 

real GOMOS data are presented in Figure 4.5.  
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Figure 4.5:  GOMOS precision estimates of ozone for representative cases: bright star (first column), 

typical star (middle column) and dim star (last column). The dashed lines correspond to oblique 

occultations (O) and the solid lines to vertical (in orbit). 

 

Other sources of systematic errors are imperfect modelling of the aerosol extinction, 

uncertainties in the absorption cross sections and temperature. Uncertainties of air density 

profile, ray tracing and potentially missing constituents have a negligible impact on ozone 

retrievals. The characteristics of GOMOS ozone profiles together with the random and the 

systematic errors are summarized in Table 16. 

 
Table 16:  GOMOS ozone profiles characteristics and error budget 

 
Altitude range 15-100 km 

Vertical resolution   2 km below 30 km, 3 km above 40 km 

Random errors: 

measurement noise and scintillations 

 

0.4-4% stratosphere, 2-10 % MLT, ~10% at 15 km 

Systematic errors: 

Uncertainty in cross-sections 

Aerosol model selection 

Temperature uncertainty 

Air density uncertainty 

 

~1 % 

~20% below 20 km, 1-5% at 20-25 km, <1% above 25 km 

<0.5% at 30-60 km, negligible elsewhere 

<1% below 20 km, negligible elsewhere 

 

4.3.6 GOMOS ALGOM2s v1.0 processor 

The ALGOM2s v1.0 processor (Sofieva et al., 2017a) is developed at FMI in the framework of 

ESA project ALGOM (GOMOS Level 2 evolution studies). The ALGOM2s processing 

algorithm is optimized in the UTLS and uses IPF V6 advantages in the middle atmosphere. The 

ozone retrievals in the whole altitude range from the troposphere to the lower thermosphere are 

performed in two steps, as in the operational algorithm: spectral inversion followed by the 

vertical inversion. The spectral inversion is enhanced by using a DOAS-type method at visible 

wavelengths for the UTLS region. This method uses minimal assumptions about the 

atmospheric profiles. The vertical inversion is performed as in IPF v6 with the Tikhonov-type 

regularization according to the target resolution. 

The GOMOS ALGOM2s dataset not only has improved data quality in the UTLS compared to 

IPF v6, but it is also expected to be more stable in the whole atmosphere due to an advanced 

screening of unreliable data (Sofieva et al., 2017a). 
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4.4 OSIRIS/ODIN 5.01 (University of Saskatchewan) 

The Level 2 Odin/OSIRIS 5.01 processor retrieves ozone number density profiles from Level 

1 limb scattered sunlight as measured by the Canadian built OSIRIS instrument aboard the 

Swedish spacecraft Odin.  Data is available from November 2001 to present and details 

concerning the processor may be found in (Degenstein 2009). 

4.4.1 Basic Retrieval Equations 

The processor employs the SaskMART iterative solution outlined in detail in (Degenstein 

2009).  This algorithm finds the i+1 estimate of the state parameter from the previous estimate 

following the equation: 

𝑥𝑖+1,𝑗 = 𝑥𝑖,𝑗 ∑ 𝑊𝑚,𝑗,𝑙

�̃�𝑚,𝑙

𝑓𝑚,𝑙(𝒙𝒊, 𝒖)
𝑚,𝑙

 

Eq. 4.34 

 

Here: 

 𝑥𝒊,𝒋  is the jth element of a vector of unknown parameters estimated on i-th iteration  

 �̃�𝑚,𝑙, is the lth element of the mth vector of dimensionless observation parameters defined 

below.  Each vector is constructed from the OSIRIS radiances at a specific set of 

wavelengths meant to be sensitive to the state parameter at different altitudes. 

 𝑓𝑚,𝑙(𝒙𝒊, 𝒖), is the lth element of the mth vector of simulated dimensionless observation 

parameters obtained through the forward model SASKTRAN. 

 𝑊𝑚,𝑗,𝑙  is an element of the mth weighting matrix defining the influence of the lth element 

of the mth observation vector on the jth element of the state parameter. 

The initial estimate of x is taken from a standard climatology.  The retrieval vector, and 

simulated retrieval vector produced by the forward model can be calculated with the 

following equations: 

�̃�𝑚,𝑙 = ∑ 𝛼𝑚,𝜆 log(𝑦𝑙,𝜆/𝑦𝑟𝑒𝑓,𝜆)

𝜆

 

𝑓𝑚,𝑙(𝒙, 𝒖) = ∑ 𝛼𝑚,𝜆 log(𝑓𝑙,𝜆(𝒙, 𝒖) 𝑓𝑟𝑒𝑓,𝜆(𝒙, 𝒖)⁄ )

𝜆

 

Eq. 4.35 

 

Here: 

 𝛼𝑚,𝜆 is a coefficient corresponding to a wavelength that contributes to the mth vector 

where  ∑ 𝛼𝑚,𝜆𝜆 = 0 

 𝑦𝑙,𝜆, is the lth element of the OSIRIS radiances at a wavelength 𝜆 
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 𝑓𝑙,𝜆, is the lth element of the simulated radiances produced by SASKTRAN at a 

wavelength 𝜆 

 𝑦𝑟𝑒𝑓,𝜆 and 𝑓𝑟𝑒𝑓,𝜆 are the radiance values at  a reference altitude. 

4.4.2 Diagnostics 

The Level 2 Odin/OSIRIS 5.01 ozone data product is currently not accompanied by error 

characterization. However, the error due to measurement noise is being generated and will be 

included in version 5.0x slated for release in 2011.  It is anticipated that the details of this error 

characterization will be published shortly and they are summarized below. 

 

A covariance matrix for each retrieval vector, 𝑺𝑦𝑚, is calculated from the OSIRIS measurement 

noise using standard error propagation techniques, resulting in a set of diagonal matrices. 

 

A kernel matrix Km serves to map the error in the state parameter to the error in the mth 

observation vector.  This is approximated by perturbing the retrieved state parameter by a small 

amount (𝛿𝑥) and using it as a forward model input.  Each element of a kernel matrix is defined 

as: 

 

𝑲𝒎,𝒋,𝒍  =
𝝏�̃�𝒎,𝒋

𝝏𝒙𝒍
                        Eq. 4.36  

𝑲𝒎,𝒋,𝒍 ≈
�̃�𝒎,𝒋(𝒙+𝜹𝒙(𝒍),𝒖)−�̃�𝒎,𝒋(𝒙,𝒖)

𝜹𝒙
                      Eq. 4.37  

Where we define a perturbation array as 

𝛿𝒙(𝑙) = {
𝛿𝑥            𝑎𝑡 𝑙
0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

The inverse of a kernel matrix then will map the mth observation vector’s covariance to a 

covariance in x attributed to ym: 

 
𝑺𝒙𝒎 = 𝑲𝒎

−𝟏𝑺𝒚𝒎[𝑲𝒎
−𝟏]𝑻                  Eq. 4.38  

 

The covariance contributions from each vector are combined using the weighting matrices 

following the equation: 

 

𝑺𝒙,𝒋,𝒍 = ∑ (𝑾𝒎,𝒋,𝒌)
𝟐

𝑺𝒙𝒎,𝒌,𝒍𝒎,𝒌                  Eq. 4.39  

 

In addition to this error characterization, version 5.0x of the Odin/OSIRIS data products will 

flag and remove profiles where circumstances are likely to invalidate the retrieval.  For example, 

profiles are flagged where radiation hits were detected on relevant pixels of the OSIRIS CCD, 

where high altitude clouds seem to be interfering with the retrieval, and where unphysical values 

have been retrieved. 

 

Errors due to modelling parameters like neutral density and temperature are all on the order of 

a few percent.  Because Odin was designed to serve as an astronomy experiment as well the 

pointing is quite good and with the latest corrections from the Swedish Space Corporation the 

largest pointing errors are likely a couple hundred metres.  As described below NO2 and albedo 

are model parameters for the ozone retrieval, but these are themselves retrieved and pose little 

concern. 
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Version 5.0x, for release in 2011, will also have an improved estimate of the OSIRIS spectral 

point spread function, decreasing its associated parameter error.  Future versions of the 

Odin/OSIRIS ozone data products will also make use of more accurate scattering properties of 

ice crystals and sulphate aerosols.  This will improve retrievals where high altitude cirrus, 

volcanic activity, or other issues may be affecting aerosols in the UTLS region. 

4.4.3 Assumptions, grid and discretization 

The Odin/OSIRIS 5.01 processor retrieves ozone profiles from Odin/OSIRIS limb scattered 

spectra. The retrieval algorithm is based on forward modelling of limb radiances. 

 

The forward model, SASKTRAN, constructs an atmosphere of spherical shells of variable 

thickness, typically with 1km vertical spacing, from 0 to 100km in altitude.  Ozone is retrieved 

between 10 km, or the altitude of the cloud top if this is higher, to 60km.  The retrieval quantity 

is ozone number density (nd).   

 

SASKTRAN uses successive orders of scattering propagating rays in discrete directions from 

a set of points distributed throughout the atmosphere.  The resolutions of all of these 

discretization are customizable and in the Odin/OSIRIS 5.01 processor the resolutions are all 

sufficiently high such that increasing the resolution does not produce significant changes in 

either the simulated OSIRIS observations or the retrieved ozone profiles. 

4.4.4 Sequence of operations 

Interfering variables are first retrieved to remove their influence.  These include sulphate 

aerosol, effective albedo, and NO2.  Each set of retrieved parameters is used in subsequent 

parameter retrievals for a given scan.  The sulphate aerosol profile is available as an 

Odin/OSIRIS Level 2 data product and the retrieved albedo is included with both ozone and 

sulphate aerosol data as ancillary information. 

4.4.5 Regularization 

The Odin/OSIRIS 5.01 retrieval processor imposes no smoothness or regularization criteria 

during the retrieval.   

4.4.6 Iterations and convergence 

The SaskMART retrieval algorithm is iterated 15 times and has no convergence criteria.  It has 

been observed that for well behaved data SaskMART easily achieves convergence by then as 

demonstrated in (Roth, et al. 2007). 

4.4.7 Ozone Retrieval Vector Definitions 

The ozone retrieval uses sets of 2 or 3 OSIRIS pixels to construct the retrieval vectors, using 

the Chappuis band at low altitudes and Huggins band higher.  These vectors are sensitive at 
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various altitudes and are applied at different altitudes.  The wavelengths corresponding to the 

pixels in use at varying altitudes are shown in the table below: 

 
Table 17: wavelengths corresponding to OSIRIS pixels in use at different altitudes. 

 

 �̃�1 �̃�2 �̃�3 �̃�4 �̃�5 �̃�6 �̃�7 �̃�8 

Definition Triplet Pair Pair Pair Pair Pair Pair Pair 

Absorbing Wavelength [nm] 602.39 292.43 302.17 306.06 310.7 315.82 322.00 331.09 

Reference Wavelength 1 [nm] 543.84 350.31 350.31 350.31 350.31 350.31 350.31 350.31 

Reference Wavelength 2 [nm] 678.85 - - - - - - - 

Minimum Altitude [km] 1 47 42 40 37 31 24 18 

Maximum Altitude [km] 28 57 53 49 46 44 40 37 

Normalization Altitude 29 58 54 50 47 45 41 38 

4.4.8 Explicit Error Budget 

To estimate the OSIRIS ozone error budget a random sampling of scans were chosen and the 

ozone was repeatedly retrieved with randomly perturbed inputs.  The inputs were adjusted by a 

random factor chosen from a normal distribution of values with a 3σ of 10%.  This was 

performed in turn for the aerosol profile, albedo, neutral density profile, and NO2 profile.  For 

the altitude registration a 3σ of 300m was used.  The precision was calculated using a method 

described by Dr. A.E. Bourassa in a forthcoming JGR paper using the uncertainty in the OSIRIS 

radiance measurements.  The total error shown in the figure above is calculated using a sum in 

quadrature of the error components. 

 

Error! Reference source not found. illustrates the dominance of the precision over the total 

error budget, which peaks around 7% at approximately 15km.  This is followed by contributions 

from potential errors in altitude registration, which provides about 2% uncertainty above 35km 

and below 20km.  Errors in the neutral density potentially contribute up to 2% uncertainty at 

the lowest bounds of the retrieval and are negligible above 30km.  Errors from the other sources 

are much less than 1% at all altitudes. 

 
Figure 4.6: Dominance of the precision over the total error budget of OSIRIS. 
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4.5 SMR/ODIN (U. Chalmers) 

4.5.1 Ground segment processing 

The Sub-Millimetre Radiometer (SMR) on board the Swedish-led Odin satellite makes 

vertically resolved ozone measurements since 2001 (Murtagh, et al. 2002). The instrument and 

technique is described by (Frisk, et al. 2003). Calibrated spectra (level-1b) are produced from 

the SMR raw data and the reconstructed attitude data of the satellite (level-0) at the Onsala 

Space Observatory of the Chalmers University of Technology (Gothenburg, Sweden). Detailed 

information on level-1 data processing is given by (Olberg, et al. 2003). The Chalmers 

University of Technology (Gothenburg, Sweden) is also in charge of the operational retrieval 

of vertical profiles from the spectral measurements of a limb scan (level-2 processing) (Urban, 

Lautié, et al. 2005) (Urban, Murtagh, et al. 2006). Odin/SMR level-2 data are made available 

to the user at http://odin.rss.chalmers.se. 

4.5.2 Forward and retrieval models 

Vertical profiles are retrieved from the spectral measurements of a limb scan by inverting the 

radiative transfer equation for a non-scattering atmosphere. Retrieval algorithms based on the 

Optimal Estimation Method (OEM) (C. Rodgers 1976), a linear inversion method using 

statistical a priori knowledge of the retrieved parameters for regularization, were developed for 

the ground segment of Odin/SMR (Urban, Baron, et al. 2004) (Eriksson, Jiménez und Buehler 

2005) 

 

The Swedish level 1b to level-2 processor Qsmr is aiming at fast operational data analysis. 

The employed retrieval model Qpack (Eriksson, Jiménez und Buehler 2005) is built around 

the Atmospheric Radiative Transfer  Simulator (ARTS), developed conjointly at the Chalmers 

University of  Technology (Gothenburg, Sweden) and the University of Bremen (Germany)  

(Buehler, et al. 2005). The forward model includes modules for  spectroscopy (line-by-line 

calculation, water vapor and dry air  continua) and radiative transfer (including refraction). It 

also allows  the computation of differential weighting functions (Jacobians) needed for the 

inversions. Sensor characteristics (antenna, sideband, spectrometer) are taken into account by 

a separate module following the forward calculations (Eriksson, Ekström, et al. 2006). The 

forward model, the sensor model, and an inversion module based on the Optimal Estimation 

Method are implemented within a Newton Levenberg-Marquardt iteration scheme.  

 

In addition to Qpack/ARTS, the Qsmr level-2 processor includes also the modular 1-d forward 

and retrieval code for the millimeter and sub-millimeter wavelengths range MOLIERE-5 

(Microwave Observation LIne Estimation and REtrieval, version 5, (Urban, Baron, et al. 2004)) 

which is based on the same methods and principles as Qpack/ARTS. A systematic comparison 

of the forward models ARTS and MOLIERE-5 used within the Odin/SMR level-2 processors 

resulted in an excellent agreement of the different modules for spectroscopy, radiative transfer 

and instrument modeling (Melsheimer, et al. 2005).  

4.6 ACE-FTS V3.5  (U. Toronto) 

The retrieval methods used for the Atmospheric Chemistry Experiment Fourier-Transform 

Spectrometer are explained in detail by (Boone et al., 2005). Retrieval methods relating to the 
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version 3.0 ozone profiles have been described by (Boone et al., 2013). ACE-FTS version 3.0 

ozone profiles were restricted to dates between March 2004 and September 2010 due to 

problems with the a priori pressure and temperature. This is also discussed by (Boone et al., 

2013) along with the plans for the version 3.5 reprocessing. 

 

4.6.1 Retrieval 

The ACE-FTS v3.5 temperature and VMR retrievals are described in detail by Boone et al. 

(2005; 2013]).  The following description is taken from those papers.  For ACE-FTS processing, 

CO2 is analyzed to determine pressure. A crucial aspect of the pressure and temperature retrieval 

process is pointing knowledge. No information from sensors onboard the satellite (other than a 

clock) is used in the computation of tangent altitudes. The current approach treats tangent 

altitudes as unknown parameters in the pressure/temperature retrievals. Rather than fitting the 

entire spectrum, we analyze microwindows that contain spectral features from a molecule of 

interest with minimal spectral interference from other molecules. For some molecules it is not 

possible to find a comprehensive set of microwindows free from significant interferences. Thus 

the VMR retrieval software allows for retrieval of multiple molecules simultaneously. All 

retrievals employ a modified global fit approach (Carlotti, 1989), in which all parameters are 

determined simultaneously with the Levenberg–Marquardt (Press et al., 1992) nonlinear least-

squares method. The wavenumber calibration for the ACE-FTS is not reliable, and cross-

correlation is used to align the measured and calculated spectra. Without a strong spectral 

feature to guide the cross-correlation process, spectral features near the noise limit can end up 

being aligned with a strong noise feature. Where no strong interfering line was available for 

microwindows containing weak spectral features of the target molecule, the wavenumber shifts 

at the highest altitudes within the micro window were constrained to match the wavenumber 

shifts determined at lower altitudes within that same micro window, where the signal from the 

target molecule was stronger, thereby allowing an accurate determination of wavenumber shift 

via cross correlation. 

 

4.6.2 Spectral analysis 

Calculating spectra (for least-squares fitting) must invoke a parameterized model of the Earth’s 

atmosphere. For the effective sea level as a function of latitude we adopt the ellipsoid model 

from the World Geodetic System 1984 (WGS 84; WGS 84 (1998)). The acceleration due to 

gravity at sea level as a function of latitude is derived from the WGS 84 model. In order to keep 

calculations analytical (including derivatives for the least-squares process), the variation in 

acceleration due to gravity with altitude is approximated as a linear function, accurate to within 

a tenth of a percent in the altitude range of interest. By virtue of its long atmospheric lifetime, 

CO2 is well-mixed and has a nearly constant VMR over much of the middle atmosphere. At 

high altitudes, photodissociation and diffusion reduce the VMR. The altitude above which the 

CO2 VMR drops off varies with season and location, typically 80–90 km but extending below 

60 km during the polar winter at extreme latitudes. To account for the increase in CO2 VMR as 

a function of time, we adopt the equation used by the Halogen Occultation Experiment 

(HALOE): 

 
𝐂𝐎𝟐 𝐕𝐌𝐑 (𝐩𝐩𝐦) = 𝟑𝟐𝟔. 𝟗𝟎𝟗 + 𝟏. 𝟓𝟎𝟏𝟓𝟓(𝒕 − 𝒕𝟎), 𝒕𝟎 = 𝟏 𝐉𝐚𝐧 𝟏𝟗𝟕𝟕,           Eq.  4.40 
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in which 𝑡 − 𝑡0 is time in years. No provisions are made for variations with location or season. 

At high altitudes the CO2 VMR cannot be readily determined from a priori information. 

However, there are no features (such as significant refraction or optically thick clouds) that 

affect instrument pointing in this altitude region, and so tangent heights can be reliably 

calculated from geometry, from knowledge of the relative positions of the Sun, Earth, and 

satellite. This requires an accurate characterization of the satellite’s orbit and an accurate 

measure of time. Note that there is a known systematic problem with ACE-FTS measurement 

times. The absolute values for time stamps are not considered reliable, but differences between 

time stamps are presumed accurate. As a consequence, only the spacing between calculated 

tangent heights is reliable. Absolute tangent heights in this altitude region are determined 

through the registration procedure described below.  

 

A crossover measurement is taken as the third measurement greater than 43 km and is typically 

around 50 km. An analysis extends from the crossover to as high as120 km. For each 

measurement there are four potential variables (P, T, VMR, and tangent height z) that must be 

either fixed or fitted. The data support at most two unknowns per measurement for least-squares 

fitting (two because there is information from both the absolute and relative intensities of the 

lines). In the high-altitude region the set of fitting parameters includes 1/𝑇 for each 

measurement. However, the region requires only one parameter for pressure: 𝑃𝑐, the pressure at 

the crossover measurement. From this single parameter (and values for tangent height and 

temperature at each measurement) the pressures for all other measurements in this region are 

calculated by integrating upward from the crossover measurement, using: 

 

𝑷(𝒛′) = 𝑷𝟑 𝐞𝐱𝐩 [−
𝒈𝟎

𝒌
∫ 𝒎𝒂(𝒛) (𝟏 −

𝟐𝒛

𝑹𝒆
)

𝒛′

𝒛𝟑

(
(𝒛 − 𝒛𝟐)(𝒛 − 𝒛𝟑)

(𝒛𝟏 − 𝒛𝟐)(𝒛𝟏 − 𝒛𝟑)

𝟏

𝑻𝟏

+
(𝒛 − 𝒛𝟏)(𝒛 − 𝒛𝟑)

(𝒛𝟐 − 𝒛𝟏)(𝒛𝟐 − 𝒛𝟑)

𝟏

𝑻𝟐
+

(𝒛 − 𝒛𝟏)(𝒛 − 𝒛𝟐)

(𝒛𝟑 − 𝒛𝟏)(𝒛𝟑 − 𝒛𝟐)

𝟏

𝑻𝟑
) 𝒅𝒛] 

Eq. 4.41 

 

 

where 𝑔0 is acceleration due to gravity at sea level, 𝑘 is Boltzmann’s constant, 𝑚𝑎(𝑧) is the 

atomic mass of air, and 𝑅𝑒 is the effective radius of the Earth at a given latitude (determined 

from the WGS 84 model). In the altitude range between the crossover and ~70 km the CO2 

VMR is fixed. Above this the CO2 VMR is fitted. CO2 VMR for the highest analyzed 

measurement is determined by using a least-squares fitting with P and T fixed to NRL-MSISE-

00 (Picone et al., 2002) values. With the expectation that CO2 VMR at high altitudes does not 

exhibit sharp structure, an empirical function is used to reduce the number of fitting parameters: 

 

𝐂𝐎𝟐 𝐕𝐌𝐑(𝒛) =
𝐕𝐌𝐑𝐬𝐭𝐫𝐚𝐭+𝒂(𝒛−𝒛𝟎)+𝒃(𝒛−𝒛𝟎)𝟐+𝒄(𝒛−𝒛𝟎)𝟑

𝟏+𝒅(𝒛−𝒛𝟎)+𝒆(𝒛−𝒛𝟎)𝟐 ,            Eq. 4.42 

 

 

where VMRstrat is the assumed stratospheric value for CO2 and 𝑧0 is taken as the highest tangent 

height for which CO2 VMR is assumed constant. The CO2 VMR is assumed constant as high 

as 75 km for latitudes less than 60° and 65 km for latitudes greater than 60°. A Padé approximant 

form (the ratio of two polynomials) is used in Eq. 4.42 because it requires fewer parameters 
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than a straight polynomial, and the extrapolation beyond the fitting region is better. CO2 VMR 

at the first measurement below the crossover is also included as a fitting point in the least-

squares analysis, in order to ensure the slope near the crossover is at least roughly correct, 

generating a smooth transition between the fixed portion and the retrieved portion of the CO2 

VMR profile. The portion of the CO2 VMR profile above the highest analyzed measurement 

(i.e., between ~125 and 150 km) is fixed to a constant, to the value calculated from the empirical 

function in the tangent layer of the highest analyzed measurement. 

 

4.6.3 Retrieval grid 

The calculation grid adopted for the ACE-FTS analysis is divided into 150 layers of 1 km 

thickness. Each layer is assumed to have a constant temperature, pressure, and VMR for a given 

molecule with no consideration of horizontal gradients within a layer. Diurnal corrections are 

not currently applied, although diurnal effects are likely to be significant for photosensitive 

molecules such as NO2. The raw wavenumber spacing for the ACE-FTS spectra is 0.02 cm-1. 

To achieve accurate results for the narrow lines found at high tangent altitudes, forward model 

calculations are performed on a much finer grid, with a wavenumber spacing reduced by a factor 

of 16. The forward model for ACE-FTS is the same radiative-transfer model used for ATMOS 

with some notable exceptions: (1) ACE-FTS forward model calculations employ the HITRAN 

2004 line list and cross sections (with updates noted in Boone et al. (2013)). (2) Partition 

functions for the ACE-FTS forward model are calculated from the total internal partition sums 

(TIPS) approach (Fischer et al., 2003). (3) The Voigt line-shape function is calculated from the 

Humlicek algorithm (Kuntz, 1997; Ruyten, 2004) rather than from a lookup table. (4) No 

apodization is used for the ACE-FTS instrumental line shape (ILS). (5) The ILS for the ACE-

FTS requires an empirical adjustment to account for self-apodization effects beyond the normal 

field of view contribution. 

 

The finite scan time of an FTS imposes a lower limit on the width of spectral features measured 

by the instrument. The instrument line shape (ILS) of an FTS is primarily governed by this 

finite scan time but will also include the effects of any deviations from an ideal instrument, such 

as off-axis rays from a finite field of view or changes in the modulation efficiency of the FTS 

mirrors as a function of optical path difference (Davis et al., 2001). The ILS is defined as the 

Fourier transform of the modulation function (𝑀𝐹), which can be written as follows: 

 

𝑴𝑭(𝝂, 𝒙) = 𝑭𝒄𝒍𝒊𝒑(𝒙)𝜼(𝝂, 𝒙)
𝐬𝐢𝐧(

𝟏

𝟐
𝝅𝒓𝟐𝝂𝒙)

𝟏

𝟐
𝝅𝒓𝟐𝝂𝒙

,       Eq. 4.43 

    

 

where 𝑥 is optical path difference in cm, 𝜈 is wavenumbers in cm-1, and 𝑟 is the radius in radians 

of the instrument’s circular field of view. The term 𝐹𝑐𝑙𝑖𝑝 is a rectangular function associated 

with the finite scan time of the instrument. It is 1 for 𝑥 between ± 25 cm (the maximum optical 

path difference for the ACE-FTS) and 0 otherwise. The third term in Eq. 4.43, with the form 

sinx/x, represents the effect of a finite field of view, accounting for the broadening of spectral 

lines that arise from off-axis rays in the instrument. The middle term in Eq. 4.43, 𝜂, represents 

any apodization applied to the measurements (other than the sinx/x term associated with off-

axis rays). The finite scan time imparts a “ringing” effect to spectral features measured by the 

FTS, generating side-lobes when the width of a spectral feature is less than the width of the ILS. 
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Apodization is a process that reduces the abruptness of the transition near ± 25 cm in 𝐹𝑐𝑙𝑖𝑝, 

which decreases the amplitude of the side lobes at the expense of a broader ILS. There are also 

inherent instrumental effects that can cause the modulation function to vary with optical path 

difference. This is known as self-apodization.  

 

The ACE-FTS suffers from major self-apodization of unknown origin. It is necessary to include 

an empirical function in  in the equation above in order to properly reproduce the ACE-FTS 

ILS. Otherwise, it is impossible to derive accurate information on the atmosphere from the 

ACE-FTS measurements. For this data version, a study of the ACE-FTS ILS determined that a 

particular shape of the empirical function for self-apodization provided a significant 

improvement in fitting residuals: a gradual decrease in the modulation function with increasing 

|𝑥| (i.e., increase in the absolute value of optical path difference), combined with a sharp 

decrease of the modulation function for optical path difference near maximum path difference 

(± 25 cm). An expression was selected that reproduced this behaviour with a minimum number 

of parameters: 

 

𝐞𝐱𝐩 (𝟏) × 𝐞𝐱𝐩 [− 𝒆𝒙𝒑 (
𝒂𝒙𝟏𝟎

𝟏+𝒃𝒙𝟏𝟎)] (𝟏 − 𝒄
𝒙

𝟐𝟓
).             Eq. 4.44 

  

 

There is nothing intrinsic about the form of Eq. 4.44; it is simply the form that gave the best 

residuals in the analysis of ACE-FTS spectra.  

 

The ACE-FTS instrument has two detectors, a mercury cadmium telluride (MCT) detector that 

measures from 750–1810 cm-1, and an Indium Antimonide (InSb) detector that measures from 

1810–4400 cm-1. These two detector regions were treated separately. Variation of the self-

apodization effects with wavenumber was treated by using an effective field-of-view rather than 

true, physical internal field-of-view for the instrument (6.25 mrad diameter). The values of the 

empirical parameters were determined by performing a non-linear least-squares fitting using a 

set of microwindows that spanned as much of the wavenumber range as possible and were 

restricted to high altitude (above about 40 km), where the spectral features were narrow enough 

that the shapes of the measured lines were close to the ILS. The fitting was performed for more 

than 400 occultations, and average values were then calculated. For the MCT detector, the 

parameters were 𝑎 = 4.403×10-16, 𝑏 = –9.9165×10-15, 𝑐 = 0.03853, and an effective field of view 

of 7.591 mrad diameter. For the InSb detector, the parameters were 𝑎 = 2.762×10-16, b = –

1.009×10-14, c = 0.0956, and an effective field of view of 7.865 mrad diameter.  

 

4.6.4 Ozone profiles 

 

Ozone profiles are retrieved between altitudes of 5 and 95 km using 33 microwindows between 

1027 and 1169 cm-1 (Hughes et al., 2014). Additional microwindows at 829, 923, 1105, 2149 

and 2566 to 2673 cm-1 have been included to improve results for several interfering species and 

isotopologues below 25-45 km (Hughes et al., 2014).  The tables below list the microwindows 

used for both ozone and the interfering species in ACE-FTS version 3.5. 

 

Table 4.2: Microwindow list for O3 
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Centre 

Frequency (cm-1) 

Microwindow 

Width (cm-1) 

Lower 

Altitude (km) 

Upper 

Altitude (km) 

829.03 [1] 0.50 5 21 

923.16 [2] 0.80 5 25 

1027.00 0.60 60 95 

1028.62 1.20 60 95 

1029.98 0.50 55 95 

1030.75 0.80 55 95 

1032.10 0.80 60 95 

1033.15 0.60 60 95 

1034.55 0.80 60 95 

1049.38 0.80 55 95 

1050.30 0.60 70 95 

1051.20 1.00 60 95 

1053.25 1.20 55 95 

1054.15 0.60 70 95 

1054.92 0.50 45 95 

1056.75 0.50 45 60 

1057.75 0.50 45 55 

1058.12 1.20 55 95 

1058.56 0.30 45 55 

1059.58 0.60 45 60 

1063.05 0.50 45 60 

1063.90 0.45 40 60 

1093.20 0.90 5 45 

1097.58 0.85 5 45 

1103.85 0.95 5 45 

1105.20 [3] 1.22 8 20 

1113.70 0.60 5 45 

1123.00 0.60 5 40 

1124.93 0.85 5 50 

1125.80 0.80 45 55 

1128.44 0.35 5 40 

1129.10 1.00 35 55 

1139.00 1.00 5 50 

1142.17 0.70 5 50 

1145.34 0.90 10 50 

1168.35 0.50 5 45 

2149.75 [4] 0.60 5 15 

2566.22 [5] 0.26 12 21 

2623.95 [6] 0.65 5 21 

2672.6 [7] 0.40 12 21 
[1] Included to improve results for interferer HCFC-22 (CHF2Cl)  

[2] Included to improve results for interferer CFC-12 (CCl2F2) 
[3] Included to improve results for interferer HCOOH 
[4] Included to improve results for interferer N2O isotopologues 1,2 & 3 (N2O, N15NO & 15NNO) 
[5] Included to improve results for interferer N2O isotopologue 2 (N15NO) 
[6] Included to improve results for interferer CO2 isotopologue 3 (OC18O) 
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[7] Included to improve results for interferer H2O isotopologue 4 (HDO) 

 

Table 4.3: Interfering Molecule(s) for O3 

Molecule Isotopologue No. 

(Molecular 

Formula) 

Lower 

Altitude Limit 

(km) 

Upper 

Altitude Limit 

(km) 

CCl2F2 0 (CCl2F2) 5 25 

CHF2Cl 0 (CHF2Cl) 5 21 

CCl3F 0 (CCl3F) 5 25 

N2O 1 (N2O) 5 40 

CH4 3 (CH3D) 5 25 

CH4 1 (CH4) 5 35 

N2O 4 (N2
18O) 5 21 

N2O 3 (15NNO) 5 22 

N2O 2 (N15NO) 5 21 

HCOOH 0 (HCOOH) 5 20 

H2O 4 (HDO) 5 21 

CO2 3 (OC18O) 5 21 

CO2 1 (CO2) 5 45 

O3 2 (O2
18O) 5 35 

O3 3 (O18OO) 5 30 

 

 

 

 

 

 

4.7 GOMOS Bright Limb V1.2  (FMI) 

The GOMOS bright limb (GBL) ozone profiles are derived from the daytime measurements of 

scattered solar light by the GOMOS instrument on Envisat. The currect GBL Level 2 version 

1.2. The data covers the years 2002-2012. Details about the retrieval method and the data quality 

can be found in Tukiainen et al., 2011 and Tukiainen et al., 2015. 

 

4.7.1 Retrieval strategy 

The vertical profile is retrieved using the onion peeling principle. The model atmosphere is 

discretized so that each GOMOS radiance measurement (at the current tangent point) 

corresponds to the center of a layer. Then, the spectral measurements are normalized with the 

first measurement below 47 km. These ratios are modeled with 

𝑻𝒊 =
𝑰𝒔𝒔

𝑰𝒎
× 𝑹 

Eq. 4.45 

 

where 𝑅𝑖is the total scattering to single scattering ratio (from look-up table) at layer  𝑖,  𝐼𝑠𝑠is the 
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single scattering radiance, and 𝐼𝑟𝑒𝑓is the modeled reference spectrum. The ratio𝑅𝑖depends only 

weakly on the trace gas concentrations allowing us to keep it fixed in the retrieval process. The 

same is assumed for 𝐼𝑟𝑒𝑓. Thus, the modeled ratio 𝑇𝑖depends only on the trace gased in the 

single scattering term, the unknowns in the inverse problem. In the GBL retrieval, the fitted 

parameters are the number densities of ozone, aerosols and air. The single scattering term is 

calculated using a straightforward numerical intergration of the radiative transfer equation. For 

the calculation of 𝐼𝑟𝑒𝑓, we use ECMWF air density and climatological values for the trace gases. 

The multiple to single scattering look-up table is calculated using the Monte Carlo radiative 

transfer model Siro. The look-up table is a function of solar zenith and azimuth angles, 

wavelength, altitude, albedo, and latitude (tropics, mid-latitudes winter/summer, Arctic, 

Antarctic). Linear interpolation is used. 

 

 

At each layer we minimize the chi square: 

𝒄𝟐 = [𝑴𝒊 − 𝑻𝒊]
𝑻𝑪−𝟏[𝑴𝒊 − 𝑻𝒊] 

Eq. 4.46 

 

Where 𝑀𝑖 is the measured and normalized spectrum, and 𝑇𝑖is the corresponding modeled 

spectrum as explained above. The measurement error covariance 𝐶 is assumed diagonal (see 

details in Tukiainen et al., 2011). The resulting weighted lest-squares problem is solved using 

the iterative Levenberg-Marquardt method. The GBL ozone profile is retrieved between 18 and 

60 km using the radiances from the lower band (there are three bands in GOMOS: Central band 

that also measures the star signal, and one band below/above the central band). 

 

4.7.2 Saturation and stray light 

 

GOMOS daytime radiances are heavily affected by saturation and stray light issues. Saturation 

corrups significant proportion of the GOMOS pixels at altitudes below 25 km. Saturated pixels 

are not used in the retrieval, but if they are not correctly detected in the Level 1, they may affect 

the retrieved profile at the few lowermost altitudes. 

Stray light is even larger problem than saturation in the GBL data. Currently, we estimate the 

stray light using the mean spectrum from  above 100 km and subtract it from the rest of the 

spectra. This operation is done individually for each scan. The high-altitude estimate 

sufficiently removes the stray light from the visible wavelengths but it will not correct the UV 

band which is also affected by the stray light. We have no good understanding of the UV stray 

light in GOMOS, and hence we try to avoid using mostly corrupted pixels in the retrieval (see 

details in Tukiainen et al., 2015).  However, this leads to small discontinuity in the ozone profile 

at around 40 km where the information about the ozone concentration gradually changes from 

the UV to the visible band. 
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4.7.3 Error characteristics 

 

The errors of the retrieved profiles are estimated from the spectral fit. The error covariance of 

the retrieved gases is estimated with: 

𝑪𝒓 = (𝑱′𝑱)−𝟏
𝒄𝟐

𝒏 − 𝒑
 

Eq. 4.47 

 

where 𝐽is the Jacobian at the optimum,  𝑛is the number of pixels in the spectral fit, and 𝑝is the 

number of fitted parameters. The term on the right hand side is the reduced chi square, 

correcting the error bars to be more realistic (ideally, the reduced chi square is unity). The error 

estimates of the trace gases are the square roots of the diagonal terms of  𝐶𝑟. 

 

 

 

 

 

 

 

 

 

   

 

 

 

The vertical resolution of the GBL ozone profiles is approximately 2-3 km. The averaging 

kernels are not provided currently.  

4.7.4 Regularization 

 

The GBL profile retrieval does not apply any regularization, and uninformative prior is 

assumed for the profiles in the retrieval. Thus, the retrieved point estimator is the maximum 

likelihood. 

 

4.8 U.S. Sensors 

In addition to limb/occultation sensors involved in the first phase of ozone cci, four additional 

satellite based measurements are added, i.e., MLS on Aura, SAGE on ERBS, SABER on 

Figure 4.7: Example of the mean relative error in the GBL profiles (left) and 

the mean reduced chi square (right). 
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TIMED, and HALOE on UARS. We give a short description of the filtering process applied 

before harmonization. The retrieval methods are  

4.8.1 MLS V4.2 

 

For harmonization the current MLS V 4.2 is used from L2GP at JPL. Current filtering method 

is used for HARMOZ_MLS profiles as recommended by the data provider: 

 

 Only using positive precision data 

 Only using data with Status= even number  

 Only using data with Quality > Threshold=0.6  

 Only using data with Convergence > Threshold=1.18 

 

Because of the drift in the GPH, the calculation of the ozone number density and the geometrical 

grid has been performed by using the ECMWF pressure grid and temperature profiles to convert 

the VMR into number densities for HARMOZ_MLS. Therefore the current temperature profiles 

and geometrical altitude in the HARMOZ_MLS are not derived from original MLS data.  

 

The original retrieval method with the documentation can be found by using the following link: 

 

MLS PRODUCT 

 

with the documentation: 

 

Document MLS V4.2 

 

4.8.2 SABER V2.0 

For harmonization the current SABER V2.0 (Level 2A customized O3/Temperature) is used 

from GATTS at NASA. No filtering method have been applied for HARMOZ_SABER, except 

of aposteriori screening of large ozone and temperature values. Only profiles from Channel 96 

micron have been used with the lowest geometrical altitude of 20 km. 

 

The original retrieval method with the documentation can be found by using the following link: 

 

SABER PRODUCT 

 

with the documentation: 

 

Document SABER 

 

http://mls.jpl.nasa.gov/products/o3_product.php
http://mls.jpl.nasa.gov/products/o3_product.php
http://mls.jpl.nasa.gov/data/v4-2_data_quality_document.pdf
http://mls.jpl.nasa.gov/data/v4-2_data_quality_document.pdf
http://saber.gats-inc.com/data.php
http://saber.gats-inc.com/data.php
http://saber.gats-inc.com/saber_doc/SABER_level2A_NCDUMP_v2.pdf
http://saber.gats-inc.com/saber_doc/SABER_level2A_NCDUMP_v2.pdf
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4.8.3 SAGE II V7 

For harmonization the current SAGE II V 7 is used from L2GP at NASA. Current filtering 

method is used for HARMOZ_SAGE profiles as recommended by the data provider: 

 

 Exclusion of all data points at altitude and below the occurrence of an aerosol 

extinction (386 nm and 452 nm) value of greater than 0.006 km^-1. 

 Exclusion of all data points at altitude and below the occurrence of both the 525nm 

aerosol extinction values exceeding 0.001 km^-1 and the 525/1020 extinction ratio 

falling below 1.4. 

 Exclusion of all data points below 35km with 200% or larger uncertainty estimate. 

 Exclusion of all profiles with an uncertainty greater than 10% between 30 and 50 km  

Exclusion of all data points with an uncertainty estimate of 300% or greater. 

 

 

 

The original retrieval method with the documentation can be found by using the following link: 

 

SAGE II website 

 

Overview: 

 

 SAGE II V7  document 

 

4.8.4 HALOE V19 

For harmonization the current HALOE V 19 is used from HALOE-GATS. No filtering method 

applied. 

 

The original retrieval method with the documentation can be found by using the following link: 

 

PRODUCT HALOE 

 

The documentation with potential problems in profiles: 

 

 

HALOE Document 

 

 

 

 

 

 

 

 

 

http://sage.nasa.gov/missions/about-sage-ii/
https://eosweb.larc.nasa.gov/project/sage2/sage2_v7_table
https://eosweb.larc.nasa.gov/project/sage2/sage2_v7_table
http://haloe.gats-inc.com/home/index.php
http://haloe.gats-inc.com/home/index.php
http://haloe.gats-inc.com/user_docs/smoothed_lockdown_angles.pdf
http://haloe.gats-inc.com/user_docs/smoothed_lockdown_angles.pdf
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5 Limb and occultation ozone data merging 

The following ECV datasets using limb and occultation measurements have been created: 

 

 HARMonized dataset of OZone profiles, HARMOZ (Level 2) 

 Monthly zonal mean data from individual instruments (Level 3) 

 Merged monthly zonal mean data (Level 3) 

 Monthly mean dataset with resolved longitudinal structure (Level 3). 

In addition, special UTLS and mesospheric datasets have been created.  

An overview of the datasets and the methods for their creating is presented below. 

5.1.1 HARMonized dataset of OZone profiles (HARMOZ) 

The HARMonized dataset of OZone profiles (HARMOZ) is based on limb and 

occultation measurements from Envisat (GOMOS, MIPAS and SCIAMACHY), Odin (OSIRIS, 

SMR) and SCISAT (ACE-FTS) satellite instruments.  HARMOZ consists of original retrieved 

ozone profiles from each instrument, which are screened for invalid data by the instrument 

teams. While the original ozone profiles are presented in different units and on different vertical 

grids, the harmonized dataset is given on a common vertical grid in netcdf-4 format. The 

Ozone_cci pressure grid corresponds to vertical sampling of ~1 km below 20 km and 2-3 km 

above 20 km.  The vertical range of the ozone profiles is specific for each instrument, thus all 

information contained in the original data is preserved. Provided altitude and temperature 

profiles allow the representation of ozone profiles in number density or mixing ratio on a 

pressure or altitude vertical grids. Geolocation, uncertainty estimates and vertical resolution are 

provided for each profile.  For each instrument, optional parameters, which are related to the 

data quality, are also included.  

For convenience of users, tables of biases between each pair of instruments for each 

month, as well as bias uncertainties, are provided.  These tables characterize the data 
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consistency and can be used in various bias and drift analyses, which are needed, for instance, 

for combining several datasets to obtain a long-term climate dataset. 

The detailed description of the HARMOZ data can be found in (Sofieva, Rahpoe, et al. 

2013). The dataset is available at http://dx.doi.org/10.5270/esa-ozone_cci-

limb_occultation_profiles-2001_2012-v_1-201308.  

 

The information about the datasets included in the original version of the HARMOZ (2013) is 

collected in Table 5.1. 

 

Table 5.1 Information about the original (2013) HARMOZ dataset (pressure-gridded). 

Instrument/ satellite Level 2 processor Years Vertical range 

MIPAS/Envisat KIT/IAA 

V5R_O3_220/221 

2005-2012 400 – 0.05 hPa 

SCIAMACHY/Envisat UBr v2.9 2002-2012 250 – 0.05 hPa 

GOMOS/Envisat IPF v6 2002-2011 250 – 10-4 hPa 

OSIRIS/Odin USask v5.7 2001-2013 450 – 0.1 hPa 

SMR/Odin Chalm.  v2.1 2001-2013 300 – 0.05 hPa  

ACE-FTS/SCISAT UoT v3.5 2004-2013 450 – 210-4 hPa 

 

In phase 2, In Phase 2, the new version of HARMOZ is available: altitude-gridded 

(HARMOZ_ALT) and pressure-gridded (HARMOZ_PRS) ozone concentration datasets. The 

new HARMOZ dataset contains the new reprocessed data from the abovementioned 

instruments. In addition, OMPS/SuomiNPP data and GOMOS bright limb data are included in 

the HARMOZ_ALT and HARMOZ_PRS datasets. Also HARMOZ datasets for MLS/Aura, 

SABER/Timed, SAGE II/ERBS, HALOE/UARS are created, they can be provided on request. 

The information about the new datasets is collected in Table 5.2. 

 

Table 5.2 Information about the HARMOZ_ALT and HARMOZ_PRS dataset 

Instrument/ 

satellite 

Level 2 

processor 
Years Vertical range 

Retrieval 

vertical 

coordinate 
MIPAS/Envisat KIT/IAA 

V7R_O3_240 

2002-2012 6-70 km/400- 0.05 hPa altitude 

SCIAMACHY/Envisat UBr v3.5 2002-2012 5-65 km/250 – 0.05 hPa altitude 

GOMOS/Envisat ALGOM2s v1 2002-2011 10-105 km/250- 10-4 hPa altitude 

GOMOS bright limb/ 

Envisat 

GBL v1.2 2002-2011 10-59 km/70 – 0.2 hPa altitude 

OSIRIS/Odin USask v5.10 2001-2017 10-59 km/450 – 0.1 hPa altitude 

ACE-FTS/SCISAT UoT v3.5/3.6 2004-2017 6-94 km/450- 210-4 hPa altitude  

OMPS-LP/Suomi-NPP USask 2D v1.0.2 2012-2016 6-59 km/ altitude 

 

5.1.2 Monthly zonal mean data from individual instruments (MZM) 

For creating monthly zonal mean data from the individual instruments, 10 latitude bands 

from 90S to 90N are used. For all sensors, the monthly zonal average is computed as the mean 

of ozone profiles ( )kx z : 
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1

( ) ( )kz x z
N

   ,  Eq. 5.1 

 

where N is the number of measurements (N>10). The uncertainty of the monthly mean 
2

  can 

be estimated as the standard error of the mean: 

 
2

2 s

N
  , Eq. 5.2 

 

where 2 2( )ks x    is the sample variance. Eq. (5.2) is valid for random samples of 

uncorrelated data. As shown by Toohey and von Clarmann (2013), some deviations of the real 

standard error of the mean from that calculated using Eq. (5.2) can be observed for satellite 

observations. In our study, Eq. (5.2) is used as an approximate estimate of the standard error of 

the mean, since no estimates considering the impact of the correlations caused by the orbital 

sampling are currently available.  In Eq. (5.2), we used a robust estimator for the sample 

variance: 
84 160.5 ( )s P P   , where P84 and P16 are the 84th and 16th percentiles of the distribution, 

respectively. Monthly zonal mean, sample variability s and standard error of the mean from 15 

to 50 km altitude in January 2008 are shown for the Ozone_cci instruments in Figure 5.1. The 

ozone distributions shown in Figure 5.1 are very similar for all datasets. Due to large number 

of data available for averaging, the standard error of the mean is usually less than 1% in the 

stratosphere. 
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Figure 5.1:  Left: monthly zonal mean ozone profiles for January 2008 for Ozone_cci instruments, center: 

sample variability in %, right: standard error of the mean calculated using Eq. (5.2). 

 

Satellite measurements sample a continuous ozone field at some locations and times. To 

characterize the non-uniformity of sampling, we computed inhomogeneity measures in latitude,

latH , and in time, timeH (Sofieva et al., 2014a). Each inhomogeneity measure H is the linear 

combination of two classical inhomogeneity measures, asymmetry A and entropy E (for 

definition of these parameters, see Sofieva et al., 2014a):  

 1
2
( (1 ))H A E   .  Eq. 5.3 

The inhomogeneity measure H ranges from 0 to 1 (the more homogeneous, the smaller H).  For 

dense samplers (MIPAS, SCIAMACHY, OMPS), the inhomogeneity is close to zero for nearly 

all latitude bins. For other instruments, inhomogeneity measure can be large for some latitude-

time bins. 

 

The mean of individual error estimates 
ke : 

 1
ke e

N
  ,                  Eq. 5.4  
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are also provided in the MZM data files. 

 

The monthly zonal mean data are structured into yearly netcdf files, for each instrument 

separately. The self-explaining name indicates the instrument and the year. 

5.1.3 Merged monthly zonal mean data (MMZM) 

The merged monthly zonal mean dataset of ozone profiles, which is also referred to as the 

SAGE-CCI-OMPS dataset, is created using the data from several satellite instruments: SAGE 

II on ERBS, GOMOS, SCIAMACHY and MIPAS on Envisat, OSIRIS on Odin, ACE-FTS on 

SCISAT, and OMPS on Suomi-NPP.  The merged dataset is created with the aim of analyzing 

stratospheric ozone trends. The information about the used individual datasets is collected in 

Table 5.3.  
 

Table 5.3. Information about the datasets used in the merged dataset 

Instrument/ 

satellite 

Processor, 

data source 

Time period Local 

time 

Vertical 

resolution 

Estimated 

precision 

Profiles 

per day 

SAGE II/ ERBS NASA v7.0,  

original files 

Oct 1984 – 

Aug 2005 

sunrise, 

sunset 

~1 km 0.5-5% 14-30 

OSIRIS/ Odin USask v 5.10, 

HARMOZ_ALT 

Nov 2011 – 

July 2016 

6 a.m.,  

6 p.m. 

2-3 km 2-10% ~250 

GOMOS/ 

Envisat 

ALGOM2s v 1.0, 

HARMOZ_ALT 

Aug 2002 – 

Aug 2011 

10 p.m. 2-3 km 0.5–5 % ~110 

MIPAS/ Envisat KIT/IAA 

V7R_O3_240, 

HARMOZ_ALT 

Jan 2005 – 

Apr 2012 

10 p.m., 

10 a.m. 

3-5 km 1–4% ~1000 

SCIAMACHY/ 

Envisat 

UBr v3.5,  

HARMOZ_ALT 

Aug 2003- 

Apr 2012 

10 a.m. 3-4 km 1-7% ~1300 

ACE-FTS/ 

SCISAT 

v3.5/3.6,  

HARMOZ_ALT 

Feb 2004 – 

Dec 2016 

sunrise, 

sunset 

~3 km 1-3% 14-30 

OMPS/ Suomi 

NPP 

USask 2D, v1.0.2, 

HARMOZ_ALT 

Apr 2012-

Aug 2016 

1:30 

p.m. 

~1 km 2-10% ~1600 

 

Monthly zonal mean data from individual instruments, which are described above, are used as 

an input for creating the merged monthly zonal mean data.  

 

For each instrument, latitude band and altitude level, the deseasonalized anomalies are 

computed as:  

( )
( ) i m

i

m

t
t

 




  ,      Eq.5.5 

where ( )it  is the monthly mean value at a certain altitude and latitude band corresponding to 

time it  and m  is the mean value for the corresponding month m, i.e., 
1

1 mN

m j

jmN
 



  , Nm being 

the number of monthly mean values
j  in a given month m available from all years. The 

uncertainty of the seasonal cycle value m  for each month m is evaluated from uncertainties of 

individual monthly mean values , j : 
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2 2

,2
1

1 mN

m j

jmN
 



   Eq. 5.6 

It describes the propagation of the random uncertainties to the mean value. 

For the Ozone_cci instruments, the seasonal cycle is evaluated using the overlapping 

period 2005-2011. The seasonal cycle for SAGE II is computed using years 1985-2004 and for 

OMPS using the years 2012-2016. In computation of deseasonalized anomalies, we ignored 

data from those latitude-time bins with the mean inhomogeneity
tot lat time0.5( ) 0.8H H H    

(for all considered satellite instruments, longitudinal inhomogeneity is negligible, Sofieva et al., 

2014a). 

After the removal of the seasonal cycle, the SAGE II deseasonalized anomalies are 

offset to the Ozone_cci mean anomalies in the years 2002-2005. The OMPS deseasonalized 

anomalies are offset to the mean Ozone_cci anomalies (which are based on OSIRIS and ACE-

FTS measurements in this period) in the years 2012-2016. 

Before merging, the deseasonalized anomalies of the individual instruments have been 

extensively inter-compared with each other by computing and visualizing the time series of 

difference of individual anomalies from the median anomaly. This method turns out to be a 

sensitive method for detecting an unusual timeseries behavior of the individual data records. In 

particular, it was found that SCIAMACHY anomalies are larger in the beginning of the mission, 

for nearly all latitude bands and many altitude levels (Sofieva et al., 2017b, Supplement). This 

might be attributed to possible pointing problems in the beginning of the mission; therefore we 

decided not to use the SCIAMACHY data before August 2003 in the merged dataset. Similarly, 

OMPS anomalies are lower in the first three months of the mission (Sofieva et al., 2017b, 

Supplement); this might be related to relatively coarse sampling of OMPS in the first three 

months of the mission and possible problems with pointing. Therefore, OMPS data were 

included in the merged dataset starting from April 2012, when the instrument operated in its 

full capacity. 

We computed the merged anomaly as the median of the individual instruments anomalies, 

for each altitude level z and for each latitude band  and month t: 

 ( , , ) median( ( , , ))merged kz t z t    ,  Eq. 5.7 

where k  indicates the individual instrument anomaly. Figure 5.2 illustrates the data merging: 

the upper panel shows the monthly zonal mean data, while the bottom panel shows individual 

anomalies and the merged (median) anomaly.  

As observed in Figure 5.2, the biases between the individual data records are removed by 

computing the deseasonalized anomalies. In the merging, we filtered out individual anomaly 

values (locally for each latitude band and altitude level), which differ from the median anomaly 

more than 10% at latitudes 40S-40N and more than 20% in other latitude bands. This filtering 

does not affect the absolute majority of cases; it removes only a few exceptional anomalies from 

GOMOS and ACE-FTS, which are due to lower sampling. 
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Figure 5.2: Top: monthly zonal mean ozone at 35 km in the latitude band 40-50N. Bottom: individual 

deseasonalized anomalies and the merged anomaly (grey dashed line). 

 

 
Figure 5.3 Examples of merged deseasonalized anomalies (color: %), for several 10 latitude bands, centers 

of which are specified in the legend.  

 

Examples of merged deseasonalized anomalies for several latitude bands are shown in 

Figure 5.3. In the upper stratosphere at mid-latitudes a decrease from 1984 to 1995-1999 is 

observed, and then a gradual increase to the present. In the tropics, quasi-biennial oscillation 

(QBO) is observed. 

The uncertainty of individual deseasonalized normalized anomalies (for each month) 

and each latitude-altitude bin i   can be estimated as 
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2 2

,

1
i i m

m

  


   , Eq. 5.8 

where ,i  is the uncertainty of the monthly zonal mean value Eq. 5-1, and m  is uncertainty 

of the seasonal cycle from Eq. 5-6. We estimated the uncertainties of the merged deseasonalized 

anomalies (which correspond to median values) as 

  
2

2

, , , 2
1 1

1 1
min ,

med

N N

merged j j j merged

j jN N
    

 

 
    

 
 

  , Eq. 5.9 

where , medj  is the uncertainty of the anomaly of the instrument corresponding to the median 

value. An explanation and discussion of Eq. 5.9 can be found in (Sofieva et al., 2017b). 

The uncertainty of the merged dataset is illustrated in Figure 5.4 for the same latitude 

bands as shown in Figure 5.3. As expected, the uncertainties in the time period when only SAGE 

II data were available are larger than uncertainties for time periods when several instruments 

have contributed. The average uncertainty is usually less than 4% before 2001 and below 1% 

for the years 2002-2017. In the UTLS, uncertainties are larger than in the stratosphere and are 

in the range of 3-9 %. At mid-latitudes, uncertainties are larger in winter than in summer due to 

larger ozone variability during winter; this is observed clearly in the period before 2001. 

 
Figure 5.4: Uncertainties of the merged deseasonalized anomalies in %, 

Eq.Error! Reference source not found., for several 10 latitude bands, centers of which are 

specified in the legend. 

 

The merged SAGE-CCI-OMPS dataset consists of deseasonalized anomalies of ozone in 10 

latitude bands from 90S to 90N and from 10 to 50 km in steps of 1 km covering the period 

from October 1984 to July 2016.  

 

For trend analyses, it is recommended using the deseasonalized anomalies. According to the 

merging principle, the best quality of the merged dataset is in the stratosphere below 60 

latitude. For the purpose of other applications (e.g., comparisons with models), we presented 
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also merged ozone concentration profiles. The details of computing merged number density 

profiles from the merged deseasonalized anomalies are presented in [Sofieva et al., 2017b]. 

An example of merged SAGE-CCI-OMPS number density profiles is presented in Figure 5.5 

 
Figure 5.5: Ozone number density (color: cm-3), for individual datasets and the merged SAGE-CCI-OMPS 

dataset, for the latitude band 50-60 N. 

 

All data are included into one netcdf4 file, which includes both merged data and the data from 

individual instruments. 

 

5.1.4 Monthly mean ozone profiles with resolved longitudinal structure 

The monthly zonal mean gridded ozone profile dataset is provided in the altitude range 

from 10 km to 50 km. It covers the time period from late 2001 until now. The data are gridded 

monthly in the 10 latitude x 20 longitude zones. Since the sampling of solar occultation 

measurements is rather low, they are not included. The gridded ozone profiles are presented for 

GOMOS, MIPAS, SCIAMACHY and OSIRIS separately and also merged into one dataset. The 

information about the individual datasets can be found in Error! Reference source not found.. 

The principle of creating the Level 3 gridded data for individual datasets, as well as data 

merging is the same as for the monthly zonal mean dataset (see Section 5.1.3). 
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5.1.5 Merged mesospheric Ozone_cci dataset 

5.1.5.1 Dataset description 

The merged dataset of mesospheric timeseries and anomalies, for daytime and night-time, is 

created out of daytime and night-time ozone profiles from the following instrument: MIPAS instrument 

in nominal mode (MIPAS NOM), MIPAS instrument special modes (MIPAS SM), SCIAMACHY and 

GOMOS instruments. Day dataset is obtained by merging MIPAS SM day, MIPAS NOM day, and 

SCIAMACHY, where MIPAS day measurements are MIPAS measurements with solar zenith angle < 

90 degrees.  Night datasets are obtained by merging MIPAS SM night, MIPAS NOM night, and 

GOMOS, where MIPAS night-time are MIPAS measurements with solar zenith angle > 108. 

Measurements from MIPAS SM are used as the reference for the merging. Merging 

methodology: the anomalies from all instruments are calculated using their own seasonal cycle in the 

2005-2012, which is the common period with MIPAS SM. The anomalies are then merged as the mean 

of what is available, this is justified by a good agreement between anomalies of parent datasets.  Merged 

time series is restored from the merged anomalies, using the seasonal cycle from MIPAS SM.  Dataset 

contains merged anomalies (in %) and merged time series (in number density). Uncertainties are 

calculated from uncertainties of monthly zonal means of the parent dataset by Gaussian error 

propagation. 

The dataset is delivered with uncertainties, at vertical 1-km altitude grid between 50 km and 100 

km, in [90S,60S], [60S,40S], [40S,20S], [20S,20N], [20N,40N], [40N,60N], [60N,90N] latitude bands, 

covering time period from January 2005 to April 2012. 

5.1.5.2 Data participating in the merging 

 

MIPAS special modes: MA and UA as one single dataset 

In the MIPAS middle-atmosphere (MA) mode, the spectra are available at limb tangent 

heights from about 20 up to 102 km with a vertical sampling of 3 km. The upper atmosphere 

(UA) mode ranges from about 42 to 172 km, and has a vertical sampling of 3 km up to 102 km 

height, and 5 km above this altitude.   

Figures 5-6 and 5-7 show examples of daily means from night and day measurements 

of two modes; a good agreement between them is observed at all heights and all latitudes bands. 

This allows taking the measurements from these two modes together, as one single dataset. 

 
Figure 5.6 Example of daily means of daytime measurement of MIPAS UA and MA modes. 
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Figure 5.7 Daily mean night-time MIPAS UA and MA measurements. 

 

Temporal and altitude coverage 

Most measurements of special modes of MIPAS instrument took place in 2005-2012 

period, which reduces the temporal coverage of mesospheric merging, and makes us to ignore 

2002-2004 data from MIPAS NOM, SCIAMACHY and GOMOS. Ozone data from nominal 

mode of MIPAS (MIPAS NOM) and SCIAMACHY have altitude coverage going up to 65 km 

only.  Due to their measuring geometry, SCIAMACHY instrument took measurement of ozone 

in the daytime only, GOMOS instrument (stellar occultation) – during night time only. These 

considerations bring us to the following table of merging opportunities. 

 
Table 5.4 Mesospheric merging opportunities of Ozone_cci data. 

 Day time Night time 

 

65 – 100 km 

 

MIPAS SM 

GOMOS 

MIPAS SM 

 

50 – 65 km 

SCIAMACHY 

MIPAS NOM 

MIPAS SM 

GOMOS 

MIPAS NOM 

MIPAS SM 

 

Note that at the time of the production of the dataset, MIPAS special modes data available 

were produced out of the version 5 of Level 1 MIPAS data, while MIPAS_NOM data are 

produced out of the version 7. Version 5 of Level 1 data is known to contain some drifts (ref to 

MK), which are corrected in the version 7 (ref to AL). These could introduce some drifts in the 

merged data record. We therefore recommend not use the record for the trend studies (it is just 

7 years long). 

5.1.5.3 Agreement of time series, seasonal cycles and anomalies from participating datasets 

At all height in all latitude bands, a good agreement is observed for time series, anomalies and 

seasonal cycles of participating datasets, as demonstrated at the figures below. 
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Figure 5.8 Example of daytime time series (upper panel), seasonal cycles (middle panel) and anomalies 

(bottom panel) of the datasets participating in the merging. 

 

This allows simplification of the merging procedure, but first the biases between participating 

datasets should be evaluated. 

 

5.1.5.4 Biases between datasets participating in the merging 

 

It can be observed at the Figure that the differences do not evolve with time, i.e. no drift between 

the dataset, which allows take MIPAS SM data as a reference for the merging.  However, the 

differences have the seasonal component, which is an obstacle to do the debiasing in the 

merging procedure. 
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Figure 5.9 The evolution of the differences between the parent datasets and MIPAS SM with time, in 

percent.  

 

5.1.5.5 MIPAS SM anomalies: day versus night 

For trend calculation, anomalies are often used rather than the vmr’s or number density. One 

way to perform the merging would be to merge day and night anomalies in one dataset. This is 

however not allowed, because the day and night anomalies are in partial agreement only: they 

are the same up to 60 km, than they differ. 
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Figure 5.10 Tropical (left) and northern mid-latitudes anomalies (right) from daytime (red) and nighttime 

(bleu) at heights 50 km (top), 55 km, 60 km, 65 km and 70 km (bottom). The daytime and nighttime 

anomalies are in good agreement at heights below 60 km, they differs at upper heights. 
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5.1.5.6 Merging approach and resulting dataset 

 

The merging is performed in a following way. The anomalies from all instruments are 

calculated using their own seasonal cycle in the 2005-2012, which is the common period with 

MIPAS SM. Then the anomalies are merged by taking the simple mean of what is available at 

each height in each latitude band. Merged time series is restored from the merged anomalies by 

using the seasonal cycle from MIPAS SM day / night. Examples of resulting merged anomalies 

and time series are given in Figure 5.11. 

 
Figure 5.11. Examples of merged anomalies in the mesosphere. 

 

5.1.5.7 UTLS datasets 

 

The new HARMOZ_ALT datasets include the information important for the UTLS 

research: the tropopause height. The tropopause height is computed according to the classical 

definition of lapse-rate/thermal tropopause definition (WMO, 1957). Single and double 

tropopauses are detected using either temperature profiles retrieved by an instrument of using 

the ERA-Interim data. 

Many Level 3 monthly zonal mean datasets from individual instruments cover the UTLS 

region. The merged SAGE II–Ozone_cci–OMPS dataset and merged dataset with the resolved 

longitudinal structure also include the UTLS. 

In addition, seasonal (3-months average, for each year) ozone distribution at several 

pressure levels in the upper troposphere and the lower stratosphere are created for four 

Ozone_cci instruments with sufficiently dense horizontal sampling: MIPAS, SCIAMACHY 

and GOMOS on Envisat and OSIRIS on Odin. For MIPAS, data from 2005-2012 are used. For 

other instruments, the seasonal distributions are provided for all available data. The data are 

gridded in the 5 latitude x 10 longitude bins, for several pressure levels: 200, 170, 

150, 130, 115, 100, 90, 80, 70 and 50 hPa. 
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5.1.6 Assessment of URD implementation for limb and occultation data 

The input of limb instruments data into ozone ECV will be a product that will result from the 

merging of 4 instruments’ datasets: MIPAS, SCIAMACHY, GOMOS, and OSIRIS. The very 

principle of the data merging understands that the data can only be ameliorated: every non-

compliant characteristic of a participating dataset will be translated into error terms, leading to 

the smaller weight to non-reliable measurements. In other word, if at least one of participating 

dataset is compliant in one characteristic, one can arrange to have the merged data product being 

compliant in this characteristic as well. 

 

The  

Table 18  below recapitulates the compliance with URD for each of four participating 

datasets, and gives estimation for the potential compliance of the merged data product. “LS” 

stays for “lower stratosphere”, “MA” for “middle atmosphere”. Remark that for limb 

instruments, the concept of “horizontal resolution” is ambiguous.  One is the "intrinsic" 

horizontal resolution caused by limb geometry. It can be estimated as effective length of 

interaction with atmosphere that provides measurements at given altitude. This effective 

length is measured along the line of sight.  Another meaning might be related to density of 

measurements in horizontal direction. But then the question is on the corresponding time 

interval (because these measurements are not simultaneous). These considerations drove us to 

put “uncertain” in the corresponding row of the table. 
 

Table 18 : Assessment of the product requirements implementation for limb and occultation ozone profiles 

 

Requirements as stated in URD 
Compliance of individual products 

with these requirements 

Potential 

compliance 

of the 

merged 

product  

Quantity 

Driving 

research 

topic 

Height range 

MIPAS GOMOS SCIA 

OS

IRI

S 

Merged 

product LS MA 

Horizontal 

resolution 

-  Regional 

differences 

in the 

evolution of 

the ozone 

layer 

(radiative 

forcing); 

- Seasonal 

cycle and 

interannual 

variability; 

- Short-

term 

variability: 

exchange of 

air masses, 

streamers, 

regime 

studies 

100 – 

300 km 

100 - 

300 km 

Uncertain  

(415-515 

km along 

the line of 

sight) 

Uncertain  

Uncertain 

but a 

rough 

estimation 

is 240 km 

in LS, 960 

km in MA 

Unc

erta

in 

Uncertain 

(not 

applicable to 

limb 

instruments) 

Vertical 

resolution 

- Height 

dependence 

of evolution 
1-3 km 1-3 km 

1.5-2 km 

in LS, 3.5-
compliant 4 km tbd compliant 
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of the 

ozone layer 

(radiative 

forcing); 

-Seasonal 

cycle and 

interannual 

variability; 

-Short-term 

variability 

5 km in 

MA 

Observati

on 

frequency 

Seasonal 

cycle and 

inerannual 

variability; 

Short-term 

variability 

3 days 3 days 3 days compliant 6 days tbd compliant 

 

Time 

period 

 

Evol. of the 

ozone la-

yer 

(radiative 

forcing) 

(1980-

2010) 

– 

(2003-

2010) 

(1980-

2010) 

– 

 (2003-

2010) 

2002-

current 
compliant 2002-2010 tbd compliant 

 

Accuracy8 

in height 

attribution 

 

Evolution 

of the 

ozone layer 

(radiative 

forcing); 

- Seasonal 

cycle and 

interannual 

variability; 

- Short-

term 

variability: 

± 500 

km 

± 500 

km 
60-150 m compliant ± 200 m tbd compliant 

Accuracy9 

for mixing 

ratio 

Evolution 

of the 

ozone layer 

(radiative 

forcing) 

8% 8% compliant compliant 10 % tbd compliant 

Accuracy
10 for 

mixing 

ratio 

- Seasonal 

cycle and 

inter annual 

variability; 

- Short-

term 

variability: 

exchange of 

air masses, 

streamers, 

regime 

studies 

(radiative 

forcing) 

15%  15%  Compliant compliant <15% tbd Compliant 

 

 

 

 

                                                 

 
8 In this context: the total error of the retrieval 
9 idem 
10 idem 
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6 Tropospheric ozone column ECV 

 

To retrieve Tropospheric Ozone Column (TOC), different methods are used within the 

Ozone_cci project. Limb Nadir Matching LNM (SCIAMACHY UBR), CCD method (DLR) 

and Infrared Emission (IASI). 

 

 

6.1.1 Limb Nadir Matching Method UBR 

 

 
 

Figure 6.1: SCIAMACHY viewing geometry for Nadir and Limb (DLR-IMF). 

 

The limb nadir technique for derivation of the tropospheric ozone column is used by combining 

matched nadir and limb profiles (Ebojie et al. 2014). The nadir viewing geometry delivers the 

total ozone column with high precision depending on the cloud coverage of the nadir pixel. The 

limb profiles are vertically resolved ozone profiles, that covers mainly the stratosphere and 

mesosphere (See Chapter 4). The SCIAMACHY limb ozone and nadir ozone profiles and 

combination of them are used here to derive the SCIAMACHY Limb Nadir Tropospheric 

Ozone Columns (LNTOC). 
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The SCIAMACHY instrument was designed to alternate between limb and nadir geometries so 

that the region probed during the limb scan can be observed about 7 minutes later during the 

nadir scan (Figure 6.1). The limb measurement delivers the stratospheric column over the same 

area as the nadir measurement of the total column. The matching is performed by using the 

same air mass from the two viewing geometries.  The tropospheric column is then derived by 

subtraction of the two columns. For this purpose the knowledge of the tropopause height (TPH), 

which is the boundary between the defined troposphere and stratosphere is crucial. In the 

tropical band the tropopause is well above the lowest altitude of the limb measurement. This is 

not the case for the higher altitudes, where the tropopause can be lower than the minimum height 

of the limb ozone profile. In this case, interpolation of the stratospheric ozone has to be 

supported by the use of the ozone sonde climatologies (Ebojie 2014). The ground pixel of limb 

is 400km x 240km. For the nadir viewing the ground pixel is of the area 30 km x 60 km. This 

leads to the matched nadir limb ground pixel in the order of 60 x 240 km for the single 

tropospheric column (See Figure 6.2). 

 

 

 
Figure 6.2:   Comparison of ground pixel sizes. Nadir pixel as yellow square (30km x 60 km), limb pixel as 

blue area (400km x 240 km) that results into a tropospheric pixel of 60km x 240km. 

 

 

Only cloud free limb scenes and nadir pixels with cloud fraction cf < 30% of cloud coverage 

were used. In addition, the analysis has been restricted to solar zenith angles (SZA) lower than 

SZA < 80° from the descending part of the orbit due to higher sensitivity of nadir measurement 

to ozone for higher SZAs. 

 

 

 

 

6.1.2 Matching Algorithm  

 

The Limb Nadir matching technique is based on the crossing number (CN) algorithm of Jordan 

Curve Theorem (Jordan 1887, Hales 2007).  From this general mathematical formulation, the 

counting of the number of crossing points for a given polygon can lead to the detection of the 

position of the point source relative to the polygon.  

 

The theorem proves for the Eucledian space the following relationship: Odd numbers of CN 

are coming from a point Q inside the polygon and even CNs from a Q outside of the polygon, 

respectively (Figure 5-3). 
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Figure 6.3: The position of the point source Q determines the number of CNs for a given polygon (Adopted 

from F. Ebojie 2014) 

 

 

Following steps are performed for the limb/nadir pixels to match or lie within the area of each 

other (Ebojie 2014):  

 

‘The matched data was derived by first checking the best possible orientations of the limb box 

(four corners of the limb scan close to the tangent point) with vertices 1-4, which represent the 

latitude/longitude coordinates of a single limb scan. The orientations include from 1-3 or 2-4 

or vice versa, as well as from 2-4 or 2-1 or 2-3 as shown in Fig. 5-4. 

 

In the next step, an iteration over the corners of the nadir box (four corners of the nadir scan) 

is performed to find the minimum and maximum x and y coordinates of each corner, which is 

checked against the corners of the limb scan box. If the nadir box is confirmed to lie in the limb 

box, then the Total Ozone (TOZ) that meet cloud fraction threshold is averaged within a limb 

box. For the nadir states, which are only partially within the limb state, the nadir pixel is 

weighted based on the distance of its centre to nearest corners of the limb pixel. The process is 

iterated for all nadir pixels measured at about 7 minutes later after the limb scan.’ 
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Figure 6.4: Order of the four corner pixel for nadir limb matching algorithm (Adapted from Ebojie 2014). 

6.1.3 Error sources 

For derivation of Tropospheric Column (TOC) from Total Ozone (TOZ) and Stratospheric 

Ozone Column (SOC) we use the following simple formulation: 

 

𝑇𝑂𝐶 = 𝑇𝑂𝑍 − 𝑆𝑂𝐶 
 

Hence following the Gaussian error propagation method, the error for tropospheric ozone 

column (X_toc) can be deduced to: 

 

𝑋𝑡𝑜𝑐 =  √𝑋_𝑡𝑜𝑧2 + 𝑋_𝑠𝑜𝑐2 + 𝑋_𝑡𝑝ℎ22
 

 

where  X_toz is the error in total ozone column, X_soc is the error in the stratospheric column 

and X_tph the contribution of the tropopause height errors. The X_soc is derived by using the 

error contribution of the SCIAMACHY limb ozone profiles (See Section 4.2.6).  The 

uncertainty in TOZ (X_toz) is calculated by applying the uncertainty in geophysical parameters 

in the retrieval of derivation of TOZ (Coldewey-Egbers et al. 2005). 

 

 

 

 

The longitudinal structure in errors for three latitude bands 20°N-20°S, 60°N-30°N, and  60°S-

30°S are shown in Figure 6.5 for January 2004 as an example. Main errors stem from the 

stratospheric column. The errors in TPH are negligible even though highly variable. The errors 

in TOC are less variable over the globe for the tropical band and highly variable for middle 

latitudes and presents wave structures. 
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Figure 6.5: Error sources (Ebojie 2014). 

 

 

 

The average error in the SOC is in the order of 4 DU, 0.1 DU in TPH and that of the TOZ is in 

the order of 3 DU, respectively. It leads to a total error of 5 DU in TOC. Since the tropospheric 

column is in average in the order of 30 DU, the relative fraction of the error in the TOC is 

around 1/6 or 16 %.  

 

 

 

 

6.1.4 Convective Cloud Differential DLR 

 

 

The convective cloud differential algorithm for the tropical tropospheric Ozone (TTOC) is 

based on the level 2 nadir total column ozone products as for example described in section 2.1. 

The tropospheric Ozone (TTOC) is calculated as the difference between the total column (TOZ) 

for cloud free pixels and the stratospheric column, where the stratospheric column (SOC) is 

determined as the column above high reaching clouds. Only observation with high cloud cover 

(cf > 80%) are taken into account, and to avoid measurements over thin cirrus clouds the cloud 

albedo has to be higher than 80%. The SOC is given as the difference between the total column 

and the ozone column below the cloud (ghost column), which is hidden below the clouds and 

invisible to the instrument. 

 

For high cloud fraction: 𝑆𝑂𝐶(𝑙𝑎𝑡, 𝑙𝑜𝑛) =  𝑇𝑂𝑍 (𝑙𝑎𝑡, 𝑙𝑜𝑛) −  𝑔ℎ𝑜𝑠𝑡(𝑙𝑎𝑡, 𝑙𝑜𝑛)  

 

Because the top height of the clouds may differ, even if only clouds with a top height between 

8 and 15 km are considered, the above cloud ozone columns are harmonized to a certain level 

(10 km). The small correction term is calculated by integrating an ozone climatology profile 
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between the effective cloud top and 10 km. The algorithm idea is illustrated in Error! 

Reference source not found.6. The data are monthly averaged and gridded (1.25° x 2.5°). The 

assumption that the SOC is constant for 1 month limits the algorithm to the tropical ozone data. 

Moreover, for certain regions or periods no stratospheric data are available or they are affected 

by up draught of tropospheric ozone pollutions e.g. over the rainforest during the burning 

season. Therefore only the stratospheric ozone data in a reference region are used, and assumed 

to be representative for the rest of the globe (Latitudinal dependency of the Stratospheric ozone 

column below). Thereby we indirectly presume that the stratospheric column is constant for 

certain latitude bands, which is a good approximation for the tropics (20°S to 20°N). 

 

For cloud free observation:   𝑇𝑇𝑂𝐶(𝑙𝑎𝑡, 𝑙𝑜𝑛) =  𝑇𝑂𝑍 (𝑙𝑎𝑡, 𝑙𝑜𝑛) −  𝑆𝑂𝐶_𝑟𝑒𝑓(𝑙𝑎𝑡) 

 

According to Lidar observations (Browell 2001) the upper tropospheric ozone mixing ratio in 

convective systems over the western pacific are less than 10 ppb, hence the up draught in this 

region is low. Moreover the convective cloud cover is often high. This makes the region over 

the eastern Indian ocean (70°E) to the western Pacific (170 W) a good reference area. More 

details are described in Valks et al. 2014. The cloud slicing algorithm confirms that the up 

draught ozone mixing ratio inside and above the cloud in the reference area is low, as explained 

in this paper.  

 

 
Figure 6.6:  Schematic illustration of the GOME-2/CCD technique for the (sub)-tropics. Cloudy GOME-2 

measurements with cloud fraction cf > 0.8, cloud top albedo ac > 0.8 and cloud top pressure pc > 320hPa, 

which are used to determine the above-cloud ozone. 

 

An example of the GOME-2 tropical tropospheric ozone column distribution is shown in Figure 

6-7 for September 2008. This figure illustrates the effect of biomass burning on the tropical 

tropospheric ozone, formaldehyde and NO2 distribution (GDP-4.8). The bottom right figure 

shows the southern hemisphere biomass burning hot spots as measured by ATSR in September 
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Figure 6-7 Southern hemisphere biomass burning hot spots measured by ATSR (bottom right), and 

tropospheric NO2 columns (top right), HCHO column (top left) and tropospheric ozone columns (bottom 

left) as measured by GOME-2 in September, 2008. 

2008. The biomass burning produced large amounts of NO2 over Southern Africa and South 

America as can be seen in this figure (top left). The largest increases in ozone are found over 

the southern Atlantic as shown in Figure 6-7 (bottom left), and are a result of the biomass 

burning emissions and large-scale transport. 
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